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Foreword

Time series forecasting is a challenge in many fields. In finance,
experts forecast stock exchange courses or stock market indices; data
processing specialists forecast the flow of information on their net-
works; producers of electricity forecast the load of the following day.

The common point to their problems is the following: how can
one analyze and use the past to predict the future?

The Second European Symposium on Time Series Prediction
(ESTSP’08) is an event in the fields of neural networks, statistics and
econometrics. It is held on 17-19 September 2008 in Porvoo, Fin-
land. ESTSP’08 is a unique opportunity for researcher from statis-
tics, neural networks, machine learning, control and econometrics to
share their knowledge in the field of Time Series Prediction.

Forty-six papers have been submitted to ESTSP’08 and reviewed.
The best twenty-eight papers have been accepted. All the presenta-
tions will be oral. The selection was difficult due to the high scientific
quality of the submitted papers.

We would like to thank all members of the scientific committee of
ESTSP’08 for their appreciated work in the reviewing process; they
were helped by many colleagues, most of them remaining anony-
mous, and we associate them in our grateful thanks.

For the steering and local committee,
Amaury Lendasse
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On the benefit of using time series features for
choosing a forecasting method

Christiane Lemke and Bogdan Gabrys

Bournemouth University - School of Design, Engineering and Computing
Poole House, Talbot Campus, Poole, BH12 5BB - United Kingdom

Abstract. In research of time series forecasting, a lot of uncertainty is
still related to the question of which forecasting method to use in which
situation. One thing is obvious: There is no single method that performs
best on all time series. This work examines whether features extracted
from time series can be exploited for a better understanding of different
behaviour of forecasting algorithms. An extensive pool of automatically
computable features is identified, which is submitted to feature selection
algorithms. Finally, a possible relationship between these features and
the performance of forecasting and forecast combination methods for the
particular series is investigated.

1 Introduction

Extensive empirical studies of the performance of forecasting and forecast com-
bination algorithms, for example conducted by Makridakis and Hibon [1] and
Stock and Watson [2], revealed that there is no clear cut winner among the pool
of methods investigated which works well for all time series. In a response to
the results of the M3 competition [1], Robert J. Hyndman [3] put the future
challenges for time series forecasting research into the following words: ”Now it
is time to identify why some methods work well and others do not”.

It is generally acknowledged that different types of time series require different
treatment. This brings up the question if characteristics of time series can be
used to draw conclusions about which method will work best for forecasting
their future values. This work investigates an automatic approach to this prob-
lem, since the thorough analysis by experts is often not feasible in practical
applications that process a large number of time series in very limited time.

A classic and straightforward classification for time series has been given by
Pegels [4]. Time series can thus have patterns that show different seasonal effects
and trends, both of which can be additive, multiplicative or non-existent. Gard-
ner [5] extended this classification by including damped trends. Time series do
however have many more features that can be taken into account for a potential
selection of a method that works best.

Time series analysis in order to find an appropriate ARIMA model has been
discussed since the seminal paper of Box and Jenkins [6]. Guidelines are sum-
marised in [7] and rely heavily on examining autocorrelation and partial auto-
correlation values of a series. Some publications focus on automatically detec-
ting time series characteristics for model selection: Adya et al. [8] identify 28
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possible features of time series that are used for a rule-based forecasting sys-
tem presented in [9]. This system weights and selects between the forecasting
techniques random walk, linear regression, Holt’s exponential smoothing and
Brown’s exponential smoothing. Parameters of the smoothing methods are also
determined via rules. This method was submitted to the M3 competition ([1])
but did not provide convincing results.

Vokurka et al. [10] present another rule-based expert forecasting system,
which performs automatic preprocessing of the series and automatically deter-
mines features of the time series to choose between a simple exponential smoo-
thing, a dampened trend exponential smoothing and a decomposition approach
as well as a simple-average combination of these three. This approach was able
to improve upon a random walk model and the simple average combination.

The work presented here significantly extends the feature pool that was used
in the publications introduced in the previous paragraph. Another focus lies on
the functional diversity of the pool of forecasting and combination algorithms.
The paper is organised as follows: Section two introduces the methodology of
the underlying empirical experiments and justifies the choice of the forecasting
and forecast combination algorithms. Section three describes the feature pool
and feature selection processes. A relationship between the features and the
performance of forecasting approaches is sought in section four. Section five
concludes.

2 Underlying empirical experiments

A data set consisting of 111 monthly empirical business time series with 52 to
126 observations has been obtained from a Forecasting Competition conducted in
2006/2007 [11]. The task was to predict 18 future values. In previous work pub-
lished in [12], experiments on this data set are summarised, using the last 18 ob-
servations of the provided time series for an out-of-sample error estimation. The
forecast pool consisted of eight forecasting and seven forecast combination algo-
rithms for single-step-ahead prediction as well as twelve forecasting and seven
forecast combination algorithms for multi-step-ahead prediction. Where appli-
cable, two approaches for parameter estimation have been considered, namely
grid searching for a value that performs best in-sample (tuned methods) and
setting the parameter to the middle of the parameter range (untuned methods).

As a number of the implemented forecasting and forecast combination meth-
ods shared the same functional approach, it was considered beneficial to choose
just one from every group to reduce the number of class labels and gain clearer
insights into which method works best for which time series. In an attempt to
obtain a functionally diverse and well-performing method pool, the following
methods have been selected:

One-step-ahead forecasting Taylor’s exponential smoothing (Taylor): A
modified dampened trend exponential smoothing was introduced in [13]. A
growth rate and the level of the time series are estimated by exponential smoo-
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thing and then combined with a multiplicative approach. All parameters are
determined by a grid search or set to 0.5.
ARIMA: Autoregressive integrated moving average models (ARIMA) according
to Box and Jenkins [6] are models with an autoregressive and a moving average
part, fitted to differenced data. The original series as well as its first and second
order differences are submitted to the automatic ARMA selection process of a
MATLAB toolbox [14], choosing the prediction with the lowest in-sample error.
The same process is implemented with undifferenced series only.
Neural network (NN): A feedforward neural network with one hidden layer con-
taining 12 neurons, trained by a backpropagation algorithm with momentum
has been implemented. Input variables are 12 lagged values of the time series.
These characteristics have been selected based on findings of an extensive review
of work using artificial neural networks for forecasting purposes by Zhang et al.
[15]. Ten neural networks have been trained and their predictions averaged.
Variance-based combination model (VBW): Weights for a linear combination of
forecasts are determined using past forecasting performance ([16]).
Variance-based pooling, three clusters (VBP): Past performance is used to group
forecasts into two or three clusters by a k-means algorithm as suggested by Aiolfi
and Timmermann [17]. Forecasts of the historically better performing cluster
are then averaged to obtain a final forecast.
Regression combination (Regr): In regressing realisations of the target variable
on forecasts over past periods, combination weights are estimated by a least
squares approach with weights being restricted to be non-negative.

Multi-step-ahead forecasting Taylor’s exponential smoothing (Taylor): This
method is implemented as described for the one-step-ahead problem, but follow-
ing a direct approach for the multi-step prediction, where n different models are
trained directly on the multi-step problem.
ARIMA: An ARIMA model can natively provide multi-step-ahead forecasts, so
the single-step method remains unchanged.
Neural network (NN): This was also implemented as described above, obtaining
multi-step-ahead predictions by feeding the last forecast back to the model.
Simple average with trimming (SAT): This algorithm averages individual fore-
casts, only taking the best performing 80% of the models into account.
Variance-based pooling, two clusters (VBP): This is implemented as in the multi-
step problem, only using two clusters instead of three.

3 Time series features and their selection

Based on the previous section, a classification task can be formulated as fol-
lows: Given a set of time series features, can we predict a) the best performing
forecasting method, b) the best performing forecast combination method or c)
whether or not combinations work better than individual methods? Each of the
three problems can be investigated for single- and multi-step-ahead forecasting.
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Table 1 summarises the resulting six problems, for each of which tuned and
untuned individual methods as explained in section 2 can be used.

One-step-ahead
best forecasting method: 3 classes: Taylor, ARIMA, NN
best combination method: 3 classes: VBW, VBP
best general approach: 2 classes: individual method or combination

Multi-step-ahead
best forecasting method: 3 classes: Taylor, ARIMA, NN
best combination method: 2 classes: SAT, VBP
best general approach: 2 classes: individual method or combination

Table 1: Classification tasks, abbreviations referring to methods introduced in
section 2.

Based on the publications cited above and a book by Makridakis et al. [7], a
number of features listed in table 2 have been identified.

descriptive statistics
abbreviation description
slope trend (absolute value of the slope of linear regression line)
std standard deviation of de-trended series
stdrate ratio between the standard deviation of the first and

second half of the de-trended series
skew skewness of series
kurt kurtosis of series
sign sign change measure (counting sign changes of de-trended

series divided by its length)
length length of series
pred predictability measure according to [18]
nonlin nonlinearity measure also according to [18]

frequency domain
abbreviation description
ff[1-3] frequencies at which the three maximal values of the

power spectrum occur
ff[4] maximum value of the power spectrum of the fourier

transform of the series
ff[5] number of peaks not lower than 60% of the maximum

peak
autocorrelations

abbreviation description
acf[1-12] autocorrelations at lags 1-12
pacf[1-12] partial autocorrelations at lags 1-12

Table 2: Feature pool
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Including irrelevant features in a machine learning algorithm can cause degrading
performance of the resulting model [19]. The use of redundant attributes may
have the same effect. This is why one automatic and one judgemental feature
selection algorithm have been used on the complete feature pool in order to
generate a suitable subset of features. Judgementally, the following six features
have been selected:

• The intuitive sign change measure, to capture volatility.
• The length of the series, as the number of observations available for training

might influence the performance of methods.
• The nonlinearity measure, to quantify predictability of a series.
• The maximum value of the power spectrum of the fourier transform of the

series, to identify a strong higher- or lower frequent component
• Partial autocorrelations at lag one and twelve, to capture nonstationarity

and yearly seasonality if present.
The automatic method called ”Subset Selection” was proposed in [20] and

is implemented in the Weka collection of machine learning algorithms [19]. It
belongs to the so-called filter methods, which are known for fast and efficient
selection of features in a preprocessing step, independent of a learning algorithm.
The quality of a feature subset is measured by two components: the individual
predictive power given by correlation values and the level of intercorrelation
among them. Searching the feature space is done using a Best First algorithm
with an empty feature set as a starting point. All possible expansions are then
evaluated and the best one is picked to be expanded again.

Using a ten-fold cross validation and selecting features that have been chosen
in at least five of the ten calculations, tables 3 and 4 list the features selected
for each of them.

Tuned methods
class label selected features
best individual forecast slope, skew, nonlin, acf[1-11],

pacf[1,3-4, 6-8, 10-11]
best combination slope, std, acf[1,9-11], pacf[1,3,8,10-11]
individual vs combination acf[11], pacf[6,10-11]

Untuned methods
class label selected features
best individual forecast acf[4], pacf[3,8]
best combination pacf[5,11]
individual vs combination pacf[2-3,10]

Table 3: Features automatically selected for one-step-ahead forecasting

The tables show that the automatic approach generally chooses completely
different features for each of the twelve sub-problems identified. Consequently
it can be concluded, that there is no obvious feature that helps to decide for a
suitable algorithm in every case. Appearing in seven cases, partial autocorrela-
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Tuned methods
class label selected features
best individual forecast skew, acf[7], pacf[5-6]
best combination std, pacf[2,4,8]
individual vs combination skew, acf[6], pacf[6]

Untuned methods
class label selected features
best individual forecast ff[1-2,4], pacf[4-7,10]
best combination std, pacf[2,5-9]
individual vs combination acf[6], pacf[6]

Table 4: Features automatically selected for multi-step-ahead forecasting

tion at lag six is the feature that gets selected most, indicating that seasonality
might be a factor that is important to many of the decisions.

4 Results

Decision trees have been selected as a simple machine learning method giving
easily interpretable results. They are built in Matlab, choosing the minimum-
cost-tree after a ten-fold crossvalidation. In the figures, the leaf to the left of a
node represents the data that fulfils its condition, the leaf to the right hand side
represents data that does not. The numbers following the methods in the leafs
denote the number of times this particular method performed best on the data
subset.

4.1 One-step-ahead

For one-step-ahead tuned forecasting methods, the trees in Figure 1 are created,
both having a misclassification cost of 48.6%. Both essentially say the same
thing: neural networks work better with yearly seasonality. This is not too
surprising since yearly differences have not been taken for the ARIMA model,
which works best with purely stationary data. No tree was built for combination
methods, both feature sets suggest the regression method with a misclassification
cost of 54.9%. The same occurs for the question of whether to use individual
methods or combinations, combinations are suggested at a cost of 35.1%.

Fig. 1: Tree for tuned forecasting methods, left: automatically selected features,
right: judgemental feature selection
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Figure 2 shows minimum cost trees for untuned individual methods. The subset
selection feature set suggests a neural network if the autocorrelation at lag four
is below a certain number and an ARIMA model if it is above (cost 38.7%).
Like for the tuned individual methods, the judgementally selected feature set
suggests a neural network for series with stronger seasonality and an ARIMA
model otherwise (cost 37.8%).

Fig. 2: Tree for untuned forecasting methods, left: automatically selected fea-
tures, right: judgemental feature selection

For combinations, the subset method suggests the regression method (cost 52.2%),
while the judgemental method produces a tree with two nodes (cost: 33.3%)
shown in figure 3, which can be read as follows: For longer series, a regression ap-
proach seems to work best, while variance-based pooling works better for shorter
series with a stronger negative partial autocorrelation at lag one. Variance-based
weights are the best option for short series with a positive or small negative par-
tial autocorrelation at lag one. It can be suspected that the regression approach
that takes all individual methods into account might need more stable individ-
ual forecasts than the others, which cannot be provided by series with a smaller
training set. The strong dynamic trimming carried out by variance-based pooling
works best for more stationary series, while non-stationarity might be handled
better with weights calculated based on past variance.

Fig. 3: Tree for untuned combination methods, judgemental feature selection

Comparing individual (fc) and forecast combination (fcc) methods, two trees are
shown in figure 4, producing costs of 36.9% and 38.7%, respectively. The tree
generated with features based on subset selection is not intuitively readable,
having seemingly random partial autocorrelation values as conditions in the
nodes. The other tree suggests individual forecasting methods for series with a
stronger negative autocorrelation at lag one and combinations otherwise.
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Fig. 4: Tree comparing untuned methods, left: automatically selected features,
right: judgemental feature selection

4.2 Multi-step-ahead

Trees for tuned multi-step-combination models with quite high misclassification
costs (59.0% and 57.4%) are shown in figure 5. The tree generated by subset
selected features suggests methods depending on the partial autocorrelation at
lag 4. Judgementally selected features produce a tree that suggests an ARIMA
method for low-frequent zigzag and a neural network for a higher-frequent one.

Fig. 5: Tree for tuned forecasting methods, left: automatically selected features,
right: judgemental feature selection

For combination of tuned methods, the subset feature selection proposes simple
average with trimming (cost 45.9%). Judgemental selection produces the tree
shown in figure 6 with a cost of 40.9%, suggesting simple average with trimming
for series with weaker seasonality and variance-based pooling otherwise. This
might be explained by some methods not being capable of handling seasonality,
which are hopefully dynamically removed from the combination in the variance-
based pooling approach. Comparing individual to combination methods, both
feature selection algorithms suggest individual methods (cost 29.5%).

Fig. 6: Tree for tuned combination methods, judgemental feature selection
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For untuned multi-step-ahead methods, a one-leaf tree is generated for most
cases, suggesting a neural network as an individual method (cost: 55.7%),
variance-based pooling as a combination (cost: 44.2%) and individual forecasts
over combinations (cost 29.5%). Only judgemental feature selection for individ-
ual methods produces an actual tree (cost 47.5%) which is shown in figure 7. It
suggests using neural networks for series with lesser nonstationarity indicated by
the autocorrelation at lag one. On the other side of the tree, a neural network
is again suggested for seasonal series, while series with lower seasonality and a
higher nonlinearity measure are better predicted with Taylor’s or the ARIMA
method.

Fig. 7: Tree for untuned forecasting methods, judgemental feature selection

5 Conclusions

This paper investigates an automatic approach to use time series features for
choosing a method that will work well for their forecasting. It extends the
feature pool of previous work as well as the diversity of methods used as class
labels. Both a judgemental and an automatic approach to feature selection have
been employed. As a first interesting result, the automatic feature selection
approach selected different features for every sub-problem, indicating that there
is no obvious feature that always affects the performance of forecasting methods.

Summarising the results presented in section four, it can be seen that charac-
teristics of time series can in some cases give an indication about which method
might work best for forecasting its future values. Looking at features in the
nodes of the trees, the partial autocorrelation at the lags one and twelve are
often present, indicating that nonstationarity and seasonality of a series are im-
portant factors for choosing a prediction method. However, the seasonality issue
also shows the importance of data preprocessing, because some of the differences
in performances of the methods might not occur if quarterly, yearly or any other
seasonality had been removed from the series in a preprocessing step.

However, not every sub-problem produced a decision tree that could easily
be interpreted. This suggests that it could be beneficial to further extend the
feature pool and selection of methods in future work, or that there must be
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other mechanisms than just the characteristics of the time series that decide
about success or failure of a forecasting method.
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Abstract. Coded data sets can be used as compact representations
of primary business processes. Data values that are missing from these
data sets are a quality issue especially for secondary purposes that rely
on such data. This study proposes a registry based machine learning
algorithm for imputation of coded data sets. The proposed technique
utilizes a kernel based data mining algorithm for efficient nearest neighbour
queries. Preliminary results show that the algorithm could be used for
routine and standard healthcare secondary processes.

1 Introduction

Coded data sets can be used as compact representations of primary business
processes. In these data sets the data values belong to a classification, i.e.
to a discrete finite set of possible values. For instance, in healthcare so-called
minimum data sets are used as compact representations of patient care processes.
Minimum data sets typically consist of different types of diagnosis and procedure
codes together with basic information about the patient. Therefore the minimum
data set contains the primary classification of patient care.

Secondary business processes used for monitoring and controlling the primary
processes tend to rely on the data that is produced by the primary processes.
Secondary processes apply different sorts of data aggregations and secondary
classifications to capture relevant aspects of the primary processes. In health-
care systems there are several secondary purposes such as activity planning and
monitoring, benchmarking, cost modelling, reimbursement and funding, service
monitoring and clinical pathway development [4]. For these purposes a secondary
classification is sometimes superimposed on the minimum data sets. Internation-
ally a common secondary classification mechanism for such healthcare secondary
purposes is the Diagnosis Related Grouping (DRG).

2 Problem Statement

The introduction of secondary classification systems into Finnish hospitals has
raised debate about the underlying minimum data sets. Previous studies have
reported various problems in the minimum data sets that are collected in Finland
[1, 5, 6]. These minimum data sets can be manually recoded, however that
requires reviewing the complete patient care documentation. However, this is
labour intensive, requires expertise and information can be missing even from
the complete documentation.
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This study discusses a particular issue related to the minimum data sets,
i.e. missing data. Sometimes diagnoses and procedures are missing from the
minimum data sets. In these cases the minimum data sets do not give a complete
description of patient care.

Calculation complexity criteria must be considered before developing data
imputation mechanisms. In routine and standard healthcare secondary processes
the calculation complexity criteria for data pre-processing (including the data
imputation algorithms) can be strict. In practice this means that pre-processing
cannot take days or weeks even with large amounts of data.

2.1 Data Space

The number of all possible minimum data sets is the number of all possible
combinations of diagnosis and procedure codes. In this study the number of
possible values in the diagnosis and procedure coding classifications was around
12000. Therefore, the number of different minimum data set combinations C
(with 40 diagnosis and procedure codes) is:

C =
(

ICD

DGcodes

)
·
(

NCSP

PRcodes

)
=

(
12000

40

)
·
(

12000
40

)
= 2.8 · 10230 (1)

The minimum data sets constitute a high dimensional data space. The data
space is also sparse since there are a relatively small number of minimum data
sets, i.e. patient cases, compared to the theoretical number of different mini-
mum data set combinations. If the data is transformed into a binary matrix
for the purpose of feeding it to a neural network, the number of dimensions will
be a major problem. For the given 40 diagnosis and 40 procedure codes and
12000 alternatives for each code, there are around one million dimensions in the
data. Even in this case the minimum data sets are simplified because same code
values can occur multiple times, the order of the codes is partly significant and
there is other information besides the diagnosis and procedure codes. Although
dimension reduction and random projection methods can be used to scale down
the dimensions of the data space, this study makes the assumption that neural
networks such as SOMs are improper for this type of data.

2.2 Related Work

Previous studies have approached the problem by using additional patient docu-
mentation that is used to automatically create clinical codes. The term computer
aided coding (CAC) is used to denote technology that automatically assigns
codes from clinical documentation for a human to review, analyze, and use.
There are a variety of methodologies employed by developers of CAC software
to read text and assign codes. The software can use structured input or natu-
ral language processing. Even within the natural language processing range of
products, there are a variety of approaches with varying levels of sophistication.
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These include usage of external knowledge databases and feature extraction us-
ing self organizing maps (SOM) [12]. The methodology used has a tremendous
impact on data transmission and the output reviewed by the coders [8]. Some
studies have shown CAC software performing strongly in comparison with hu-
man coding [7]. Other studies have concluded that no productivity increase was
achieved [8].

3 Multiple Imputation of Coded Data Sets

This section proposes a kernel-based data mining algorithm for multiple data
imputation of minimum data sets. The proposed algorithm relies on machine
learning principles and is based on the minimum data sets. The process of
proposing missing data can be divided into two phases: first the incomplete
minimum data sets must be discovered (data editing) and then a corrective piece
of information must be inserted to complete the data set (data imputation).

3.1 Data Editing

There are various ways of doing data editing in the context of minimum data sets.
One common way used in previous studies is to apply the secondary classifier
for data editing purposes [6, 9, 10]. The secondary classification logic contains
heuristics on whether the minimum data set contains inconsistencies.

3.2 Data Imputation

This study proposes using kernel-based data mining algorithms for the impu-
tation of classified data sets. The applied kernel-based term vector algorithm
locates k -nearest neighbours for the query vector, creates association rules for
possible values for imputation from the k -nearest neighbours. The improper
values for imputation are filtered using additional logic.

Kernel-based algorithms such as term vector analysis are used in high dimen-
sional data spaces for calculating distances of two data sets. Frequently used
techniques for locating nearest neighbours are distance measurements such as the
Cosine Angle Distance (CAD) and Euclidean distance (EUD). These distance
measurements have been reported to perform similarly in high dimensional data
spaces for nearest neighbour queries [3].

Because of the calculation complexity requirements and high dimensional
domain data space, this study adopts the term vector approach for locating the
nearest neighbours from the existing knowledge bases. The term vector query is
formed from part of the minimum data set that is supposed to be incomplete.
This technique is flexible for weighting different parts of the term vector which
can be assumed to be appropriate in the domain: some codes are more important
than the others.

Figure 1 depicts a sample network how a collection of minimum data sets are
interlinked by the diagnosis and procedure codes. The similarity between the
query vector Q = (q1, q2, ..., qt) depicted in Figure 1, and document representing

13



Fig. 1: A sample minimum data set network with diagnosis and procedure codes

the minimum data set Di = (di1, di2, ..., dt) using corresponding query weights
qj for each term, is described by Equation 2:

s(q, di) =
∑t

j=1 (qjdi,j)√∑t
j=1 q2

j

√∑t
j=1 d2

i,j

(2)

A common way for defining the document weights is described in Equation 3
and query weights in Equation 4 [13]. In these equations the log(N/fj) is the
so-called inverse document frequency where N is the number of documents in the
database and fj is the number of documents that contain term tj . Furthermore,
the tfij is the within document frequency indicating the number of occurrences
of term tj in document i.

dij = tfij · log(
N

fj
) (3)

qj =
{

log N
fj

if term tj appears in the query;
0 otherwise.

(4)

These equations can be used to flexibly modify the weight of a particular term
in the query vector. For instance in case of minimum data sets, a particular
procedure or diagnosis code can be given a greater weight than patient basic
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information such as sex and age. Furthermore, some data values can be left out
from the query vector depending on the type of data that is being searched for.

From the result set sorted with the ranking mechanism, k -nearest neighbours
are collected. From this set, an association rule table is formed to describe values
and probabilities for imputation. Depending on the use case, different sorts of
probability distributions can be utilized in the creation of the association rule
table. A simple way is to search all terms from the k -nearest neighbours that
do not exist in the original query vector Q and sort these terms based on their
frequency within the neighbours. The resulting values in the association rule
table can be further filtered using case specific logic, such as the secondary
classifier, to achieve proper values for imputation.

3.3 Weights and Principal Components

The proposed algorithm can be used to impute various types of data not lim-
ited to minimum data sets. However, for the accurate nearest neighbour query,
the query vector must be carefully selected. The query vector accuracy would
benefit if the principal component could be identified from the data set. The
principal component analysis as a general information processing topic can be
time consuming especially in extremely high dimensional data spaces. Therefore
it is convenient to provide the algorithm with additional information about the
semantics of the data.

Since the values in the classified data sets correspond to a well-defined coding
scheme, this sort of additional knowledge can be provided for the query mecha-
nism. For instance in the case of minimum data sets surgical procedures can be
given a greater weight than the codes representing blood samples. Furthermore,
external weights and price lists can be utilized to further empower the query
vector.

4 Empirical Study

This section presents results from an empirical test of the algorithm for multiple
imputation of minimum data sets. As discussed, the proposed algorithm can
be used for different purposes to impute different types of data. In this study,
the algorithm was tested for imputing primary diagnoses for minimum data sets
containing a surgical procedure. Previous studies have noted that surgical pro-
cedures are coded more accurately than the diagnosis codes [2, 11]. However,
since the currently used secondary classification is heavily based on the diag-
nosis coding, it is possible that patient episodes that contain expensive surgical
operations end up in an inappropriate patient group if the primary diagnosis is
incorrect.

4.1 Methods

In this study, the algorithm was tested with material that was extracted from an
existing data warehouse of one Finnish hospital district. The selected material
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Fig. 2: Imputation accuracy in different granularity levels

represents inpatient data for one year. Since the proposed data imputation
algorithm utilizes machine learning techniques, the algorithm needs to be trained
with a knowledge base before it can be used. In this study the algorithm was
trained using several different materials from Finnish hospital districts. These
materials represent inpatient material of varying time periods. Together the
training set contained several hundreds of thousands of minimum data sets.

First, a subset was created from the material with the selection criteria that
the minimum data sets contained a surgical procedure. This sub-material was
corrupted by removing all primary diagnoses. The algorithm was then applied
for primary diagnosis imputation. The original material was used as a golden
standard to evaluate the accuracy of the results. The imputation accuracy was
evaluated using different classification granularity levels.

4.2 Results

The imputation accuracy results are depicted in Figure 2. As discussed, the
diagnosis classification is very fine grained containing over 12 000 codes. There-
fore the imputation accuracy is measured in Figure 2 using various classification
granularity levels. These granularity levels include the fine grained diagnosis
code, denoted by DG in Figure 2, and coarse grained diagnosis codes with four,
three and two character precision. The imputation accuracy is measured also in
the main chapter level of the diagnosis classification, denoted by DG chapter in
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Figure 2, and Main Diagnostic Category (MDC) and Diagnosis Related Group
(DRG) levels.

As can be seen from Figure 2, the imputation accuracy depends on the clas-
sification granularity level. This result is probably due to the sparse data space:
the granularity of the classification instruments are overwhelming compared to
the number of real data sets. For the most fine granular diagnosis classification
the imputation accuracy is 47.6%. The accuracy rises for the coarse grained
diagnosis classifications: for instance for the two character level diagnosis codes
the accuracy is 71.4%.

From Figure 2 it can be noted that for the MDC and DRG, that are used
for secondary purposes, the accuracy is more precise than for primary classifica-
tion. For MDC the primary diagnosis imputation accuracy is 89.8% for the first
proposed value and 95.3% when one of two first proposed alternatives are used.
For the DRG the corresponding accuracies are 86.2% and 93.6%.

4.3 Evaluation

Minimum data set imputation is a challenging topic in many ways. The data
space is high dimensional and there are several aspects that were not addressed in
this study. One of these aspects is time. The occurrence of some diseases varies
depending on the time of year. Another issue is data editing, i.e. discovering
cases in which information might be missing.

The proposed imputation algorithm relies on machine learning principles. For
accurate imputation the algorithm should be trained using a golden standard, i.e.
with data that is correct. It is clear that several hundreds of thousands of min-
imum data sets do not cover the data space thoroughly. It can also be assumed
that the imputation results would be more accurate if the training database
would contain more data. Furthermore, in the context of minimum data sets
the golden standard should be created using several independent healthcare pro-
fessionals who would evaluate each data set separately. However, with such a
method it is impossible to create a golden standard that would cover such a high
dimensional data space. Therefore, in this study the golden standard is normal
data extracted from hospitals without extra evaluation about the quality of the
data. Previous studies have reported various types of problems in the minimum
data sets that are collected in Finland and similar problems can be expected to

Table 1: Incorrect primary diagnosis

Minimum Data Set Value Label
Primary Diagnosis O21.0 Mild hyperemesis gravidarum

Procedure MBA00 Vacuum aspiration from uterus
after delivery or abortion

Age 35 Patient age: 35 years
Sex Female

Length of stay 6
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be present in the data that is used in this study [1, 5, 6]. Previous studies have
reported that the accuracy of the primary diagnosis varies between 60%-95%
depending on the audit criteria. Therefore it is clear that there are minimum
data sets in which the primary diagnosis is incorrect in the golden standard used
in this study.

An example case illustrating this methodological issue is listed in Table 1,
which lists an example minimum dataset in which the primary diagnosis is incor-
rect. In this minimum data set, the primary diagnosis is probably the physician’s
first assumption about why the patient sought medical care. However, the per-
formed procedure code MBA00 indicates that during care a normal delivery or
an abortion has been performed on the patient. In either case, a new primary
diagnosis should be given for the patient, since the first diagnosis is not the
reason for the patient care. However, for some reason a new diagnosis has not
been assigned and the case listed in Table 1 cannot be corrected without adding
information to the record.

When the primary diagnosis is removed from the patient case listed in Table 1
and imputed with implemented algorithm, the first imputation is the diagnosis
code O02.1: Missed abortion. The imputed minimum data set is listed in Table 2.
It is clinically clear that this code is more correct as primary diagnosis than the
original primary diagnosis O21.0: Mild hyperemesis gravidarum. However, as
the original material is used as the golden standard, this case is marked as
incorrectly imputed.

5 Conclusion

Secondary business processes are used to support, monitor and control primary
business processes. Secondary processes tend to rely on the data that is pro-
duced by the primary processes. Missing data values distort secondary business
processes since the data gathered does not accurately reflect relevant aspects of
the primary processes.

This study proposed a registry based machine learning algorithm for coded
data imputation. The algorithm was tested with minimum data sets from health-
care. The preliminary results show that the imputation accuracy may be suffi-
cient for secondary processes that apply different sorts of data aggregations and

Table 2: Imputed primary diagnosis

Minimum Data Set Value Label
Primary Diagnosis O02.1 Missed abortion

Procedure MBA00 Vacuum aspiration from uterus
after delivery or abortion

Age 35 Patient age: 35 years
Sex Female

Length of stay 6
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secondary classifications. With minimum data sets, the secondary classification
accuracy was 86.2% for the first proposed value and 93.6% when one of two
proposed values was used.

6 Future Work

Future work includes enhancing the imputation accuracy for different use cases
and includes developing the selection of query terms and weights depending on
the type of information that can be assumed to be missing. This study applied
external knowledge about the semantics of the procedure classification to identify
principal components. It can be anticipated that there are many cases, in which
instead of a single principal component such as an expensive surgical procedure,
there are multiple minor observations that are relevant for the imputation.
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Abstract. Electricity spot market price is notoriously difficult to pre-
dict because of the high variability of its volatility that results in promi-
nent price spikes, interlaced with more Gaussian behavior. Such varying
volatility has prompted researchers to use GARCH modeling to forecast
spot prices. In this article, we study the reliability of an optimally cho-
sen GARCH and its accompanying ARMA model of two electricity spot
market price time series using a Markov Chain Monte Carlo (MCMC)
method. The MCMC method is used to estimate the parameters of the
ARMA-GARCH model. It appears based on this analysis that even an
optimally chosen ARMA-GARCH model is not sufficient to explain the
behavior of electricity spot market price.

1 Introduction to electricity spot markets

Nordic power suppliers generated around 397,6 TWh last year, 40% of which
came from Sweden, 35% from Norway, 16% from Finland and remaining 9%
from Denmark. Most energy producers try to keep flexibility between different
energy sources, mostly to diversify raw materials price risk. Table 1 presents
repartition of electric energy origins among the Scandinavian countries.

Table 1: Different types of energy sources in Scandinavia.

Country Hydropower Nuclear
Power

Other ther-
mal sources
(coal, gas)

Other renew-
able sources
(wind)

Norway 99% 1%
Finland 20% 33% 47%

Denmark 81% 19%
Sweden 46% 42% 12%

Electricity spot markets have been studied widely over the last twenty years
due to the complex structure of electricity price time series [1]. Electricity prices
on real-time markets are both highly volatile and difficult to predict. However,
ongoing analyses of spot markets are conducted in order to make markets as
close to perfect as possible. The main obstacle is that techniques of calculating
electricity prices differ significantly in different countries. Nevertheless, the aim
is to set the prices based on day-ahead and hour-ahead orders, so that the balance
between supply and demand is met.

∗This work has been supported by the Tekes MASI programme and by Fortum Inc.
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In spite of being highly volatile, electricity prices have some visible statistical
features. Firstly, they are highly correlated with temperature and hydrological
conditions - the higher is the precipitation, the cheaper is electricity. Secondly,
the prices are extremely dependent on demand. When power generation is below
the adequate level, prices rise. This forces buyers to consume less and suppliers
to increase production. When supply is sufficient, prices drop, resulting in lower
power generation and ordinary consumption levels.

Spot markets are exchange markets where the exchange of takes place within
up to two working days after striking a deal. This characterizes equally share,
bond, currency and commodity exchanges. Electricity trading is one of the most
significant spot markets. However, there is one main feature which distinguishes
electricity from other types of exchangeable stock. Usually differences between
demand and supply can be managed by storage capacity. Unfortunately, elec-
tricity is something that cannot be kept in a warehouse. In this manner, spot
trading provides a possibility of almost permanent balance between supply and
demand.

2 Spot trading on NORDPool/NEPool

In 1996 the first international electric power exchange was set up. The main
goal was to create a common Nordic market with a guarantee of strong compe-
tition between suppliers in the area. That was possible due to a wide diversity
of Scandinavian energy sources: hydropower (Norway, Sweden, Finland), nu-
clear power (Sweden, Finland), thermal power (Sweden, Finland, Denmark) and
significantly increasing wind power (Denmark). Nowadays, Nordic Power Ex-
change (NORDPool) is owned by two Scandinavian grid companies: Norwegian
Statnett SF and Swedish Affärsverket Svenska Kraftnät, 50 per cent of shares
for each.

The part of NORDPool’s activity, that we are interested in, is Elspot - the
spot floor, collecting next day’s demands for electric power for each of the 24
hours of the following day and set the system prices for that day. A strict daily
schedule is obligatory for all market participants. It covers receiving buy/sell
offers from participants, system prices’ calculation, data verification and discus-
sion on probable participants’ concerns and, finally, next day’s prices publication
by the exchange.

The New England Power Pool (NEPool) was formed in 1971 as a six-state
region electricity coordinator. Though it is a corporation (not a stock exchange)
its most important role is to provide spot market trading, which will match
electric power supply and demand. Similarly to NORDPool, hour-ahead and
day-ahead orders are used in estimating the system prices, which should be a
compromise between buyers’ and sellers’ expectations. Moreover, the Pools are
of a not-for-profit character. Their goal is to work out electricity prices in order
to match demand and supply. In addition they have strict policies forbidding
any professional connections between employees and companies trading in the
Pools.
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Both Pools provide an interesting data set for mathematical modelling. Their
unique features emerge from the impossibility of storing electric energy.

3 Time series forecasting

Classical Box-Jenkins time series methods have been extended by many new
features in the hope of making them apply to time series with more complex
behavior. Typical Box-Jenkins methods [2], such as ARMA and ARIMA fore-
casting, are based on an underlying assumption of ergodicity over some time
scale, and on linear dynamics.

In practice, these assumptions are hard to verify and one often resorts to
empirical trial and error in finding a suitable model and hoping that the residuals
it leaves do not display any significant structure.

More recently, it has become computationally possible to study the validity of
such assumptions by Monte Carlo simulation. A particularly appropriate variant
is the Markov Chain Monte Carlo method that can be used to study the covari-
ance of model parameters as well as the robustness of its forecasts by treating
ARMA and GARCH model parameters as samples from some distribution.

3.1 GARCH models built upon ARMA models

In a classical time series approach, one of the biggest challenges is to provide
a mathematical explanation of changing volatility in the data. Since returns of
electricity price data shows heteroscedasticity, i.e. volatility that varies in time,
we use (Generalized) Autoregressive Conditionally Heteroscedastic (G)ARCH
fitting [2, 3]. These types of models are widely used for time series that have
variance varying with time. Financial data sets are often characterized by so-
called variance clustering [2, 4], which means noticeable periods of higher and
lower disturbances in the series.

An ARCH or GARCH model is used to complement an underlying ARMA
model. An ARMA model is just a GARCH model that assumes homoschedas-
ticity, i.e. a constant variance. A GARCH model is therefore applied to the
residual left by the ARMA model.

An autoregressive conditional heteroscedasticity model represents the vari-
ance of a current error term as a function of variances of error terms at previous
time periods. ARCH simply describes the error variance by the square of error
at a previous period.

In general, an ARCH(Q) model is represented as follows:

ut = C + σtvt

σ2
t = K + α1u2

t−1 + . . . + αQu2
t−Q

where:

• C is a constant in error term

• vt ∼ N(0, 1)
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• ut are the return residuals (differences between the base ARMA model and
original returns)

• σ2
t is the variance of residuals in time step t

• u2
t−i is the squared error term from i-th lag

A model is called generalized autoregressive and conditionally heteroscedastic
(GARCH), if a second autoregressive moving average model (ARMA model) is
used to represent error variance. A GARCH(P ,Q) model is given by:

ut = C + σtvt

σ2
t = K + α1u2

t−1 + . . . αQu2
t−Q + β1σ2

t−1 + . . . + βP σ2
t−P

where:

• σ2
t−i is the variance from i-th lag

Moreover, except the conditional variances estimated in the model for ev-
ery time step t, there is an unconditional variance of the series which can be
expressed by the following formulae:

σ2 =
K

1 −
∑Q

i=1 αi −
∑P

i=1 βi

The conditional standard deviation forecast changes from period to period
and approaches the unconditional standard deviation. In the case of station-
ary ARCH/GARCH forecasting, predicted magnitudes for conditional variances
always converge to the unconditional ones. Moreover, for estimation in het-
eroscedastic models a maximum likelihood method (unlike to ARMA methods)
needs to be employed instead of ordinary least squares.

4 MCMC for time series

Markov Chain Monte Carlo (MCMC) techniques are numerical computation
methods that can be used to estimate unknown parameters of ARMA(P,Q)-
GARCH(P,Q) models which will be constructed for both NORDPool and NEPool
spot markets. These techniques can be extended up to several estimates in any
given model. MCMC techniques are also used to construct the distributions
of unknown parameters based on random variables generated from specific well
known distributions, as described in a Bayesian formulation of any problem [5].
MC methods are used to sample random numbers from different probability
distributions.

When one wants to study a particular problem, an MCMC method is con-
structed in such way that it generates a random sample from given distribu-
tions. In general, the prior distribution contains the prior knowledge about the
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unknown parameters given any model. A good selection of the prior distribu-
tion results in the best parameters known to be more probable than others.
In Markov Chain Monte Carlo methods, the main idea is to create a Markov
Chain using random sampling so that the created chain has the posterior dis-
tribution as its unique stationary distribution, i.e. the MCMC methods create
ergodic Markov Chains meaning that the process will end up in having the same
stationary distribution independent of the initial distribution.

4.1 Random Walk Metropolis Algorithm

It has been shown that with too wide a proposal distribution many of the candi-
date points are rejected and the chain stagnates for long periods and the target
distribution is reached slowly. On the other hand, when the proposal distri-
bution is too narrow, the acceptance ratio is high but a representative sample
of the target distribution is achieved slowly. A very practical way for solving
this issue takes the previously simulated value into account when the proposal
is constructed.

Step 1: Initialization

• Choose θ0, then set θold = θ0

• Choose the covariance matrix C

• Choose the length of the chain M , and set i = 1

Step 2: Acceptance step (Metropolis step)

• Choose sample θold from N (θold, C) and u from U[0, 1]

• Calculate SSθold and SSθnew

• If SSθnew < SSθold or u < e−
1

2σ2 (SSθnew−SSθold), set θi = θnew. Else set
θi = θold

• if i < M , set i = i + 1 and go to step 1. Else, stop the algorithm [5].

Where

• θ0 is a vector of initial parameter values of the model;

• θold is a vector of the previous sampled parameter values;

• θnew is a vector of new sampled parameter values;

• M is the length of the chain;

• i is the number of iterations;

• u is the random value;
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• SSθold is the total sum of squares of previous sampled parameter values;

• SSθnew is the total sum of squares of new sampled parameter values.

In the algorithm the proposal width is the covariance matrix C of the Gaus-
sian proposal distribution, or variance in one dimensional case. The problem of
how to choose a proposal distribution is now transformed into the problem of
choosing the covariance matrix C so that the sampling is efficient. In general,
this is done by choosing a fixed covariance matrix by hand, by using some heuris-
tic or “trial and error” strategy. But recently, some new techniques based on
modifications of the Metropolis algorithm have been introduced in order to up-
date the covariance matrix, like adaptive proposal (AP) and adaptive Metropolis
(AM) [6].

4.2 Initialization of MCMC

When the Random Walk Metropolis algorithm with a Gaussian proposal dis-
tribution is used, the covariance matrix should be defined. It is important to
choose the starting point θ0 for the convergence rate. In a nonlinear model the
starting point for an MCMC implementation is

θ0 = min
θ

n∑

i=1

(yi − f (xi, 0))2

where

• i is measurement index;

• θ is a vector of unknown parameter values;

• yi represents the measurement vector;

• xi represents the control variable.

The covariance matrix of the Gaussian proposal can be chosen by trial and
error. However, it is useful to use the covariance approximation obtained from
linearization. This means that the model is linearized and then the formula from
linear theory

Ĉ = σ2
(
XT X

)−1

is used. Where X is a vector of all control variables in the model.
In the case of NORDPool and NEPool time series we use MCMC techniques

to sample the parameter values of ARMA(P,Q)-GARCH(P,Q) models based
on the estimated parameter values of constructed models as inputs of MCMC
methodology. Finally, we compare the standard errors associated to the esti-
mated parameters with MCMC errors and test the reliability of forecasts by
comparing MCMC simulated predictions to original data.
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5 Estimating NORDPool/NEPool return series

Estimation and Forecasting procedures are based on two sets of data. First set
comprises a total of 289 weekly points of historical spot prices for NORDPool.
NEPool data set of daily prices lasts over 2551 days, so nearly 7 years. Use of
GARCH technique requires returns as an input data. Both original time series
and returns for NORDPool and NEPool are shown in Figure 1.
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Fig. 1: Original series and its returns.
We can see that both sets are build of clusters with different variation of

amplitude. Peaks are common components of energy spot prices. Due to their
appearances, such signals are difficult to estimate by basic mathematical tools.

Peaks are undesired because of their non-differentiable nature. Use of Stochas-
tic Differential Equations is impossible and one has to address this problem with
methods of discrete type.

5.1 Identifying GARCH coefficients

First step is to examine autocorrelation and partial autocorrelation functions of
the given data sets. These functions are depicted in Figure 2. As we can see
both correlation and partial correlation at different lags are not very high and
reach -0.17 for NEPool data set.
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Fig. 2: Significantly higher correlation for squared returns.
Decision on type of model adequate for data comes partially from two tests:

Engle’s hypothesis test [7] for presence of ARCH/GARCH effects and Ljung-
Box Q-statistic lack-of-fit hypothesis test [8]. The former examines a signal for
a presence of GARCH components. The later checks if a signal includes ARMA
effects.

Ljung-Box test verifies if there is a significant serial correlation in the raw
returns for NORDpool and NEPool tested for 1 to 20 lags of the ACF at the
5% level of significance. The same test for squared returns indicates that both
NORDPool and NEPool contain significant serial correlation.

Engel’s test for the raw returns of NORDPool and NEPool rejects hypothesis
that both series do not contain ARCH effect at the 5% level of significance.
Squared returns of NORDPool do not include ARCH effect whereas squared
returns of NEPool indicate presence of this effect.

Therefore, the presence of heteroscedasticity for NEPool indicates that GARCH
modeling is appropriate.
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5.2 Model fitting

This section describes a way to find a good GARCH model for the NEPool data.
It also describes a criteria function build on Schwarz’s Bayesian information
criteria (SBIC), see [2]. Engel’s and Ljung-Box tests give an output in a binary
form, 1 or 0. Here, zero indicates lack of GARCH/ARMA effect in the series,
while one indicates its presence. The SBIC is formulated as follows:

SBIC = log
(
σ2

res

)
+

k

T
· log (T )

where:
σ2

res variance of residuals between returns and its fitted model
k number of parameters of GARCH model
T length of tested time series

We suggest a new information criteria function, called SLEIC:

SLEIC =

[
SBIC ·

(
1 +

α

2L

L∑

i=1

(H1,i + H2,i)

)]−1

where:
SLEIC information criteria function based on Schwartz-Bayesian infor-

mation criteria, Ljung-Box test and Engel’s test
H1,i vector of logical outputs for Ljung-Box test, i = 1, 2, ..., 2L
H2,i vector of logical outputs for Engel’s test, i = 1, 2, ..., 2L

α importance coefficient of Ljung-Box and Engel’s tests
L number of lags analyzed by Engel’s/Ljung-Box tests

To find an appropriate model for both Pools, we maximize SLEIC function
while varying orders P, Q, R and M of GARCH(P,Q) and ARMA(R,M) models.

max
P,Q

SLEIC(res, k,H1,H2)

Figure 3 depicts the information criteria level (SLEIC) with respect to model
complexity. Level of information criteria for NEPool returns is higher that for
the NORDPool ones. It is due to lack of ARCH effect within squared returns
of NORDPool series, i.e. no heteroscedasticity. Chosen models for NEPool and
NORDPool are ARMA(1,1) GARCH(2,1) and GARCH(2,1), respectively.

The difference in the shapes of the SLEIC values for NordPool and NEPool
is likely a result of the different length of the time series. Our NordPool series
only contains 250 values, whereas the NEPool comprises 2500 values. NEPool
data can therefore be modelled reliably by many more GARCH models than the
sparse NordPool data set we have. This fact is reflected also in the higher values
of the SLEIC function for NEPool
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Fig. 3: Information criteria SLEIC with subject to realizations of different
GARCH models.

SLEIC level analysis was performed for all possible ARMA and GARCH
models up to ARMA(5,5) and GARCH(5,5), which results in 850 realizations.
Explicit formulas for optimal models are:

NEPool
yt = −1.206 · 10−4 + 0.6844 · yt−1 − 0.9096 · εt−1 + εt

σ2
t = 9.7011 · 10−4 + 0.2758 · σ2

t−1 + 0.4713 · σ2
t−2 + 0.1943 · ε2

t−1

NORDPool
yt = 8.345 · 10−3 + εt

σ2
t = 2.623 · 10−3 + 0.373 · σ2

t−2 + 0.516 · ε2
t−1

5.3 Post-estimation analysis

To examine chosen models both tests from Section 5.1 should be applied to
residuals resulting from difference between returns and series of fitted model.
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Fig. 4: Autocorrelation of standardized residuals.
Here by standardized residuals we mean the innovations divided by their

conditional standard deviation. Tests for presence of GARCH/ARMA effects
show that neither of standardized residuals of Pool series contains these effects.
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6 Results: statistics and reliability of forecasts

6.1 Scatter plots and histograms of the sampled parameters

Since we found the most appropriate models and estimated their parameters,
it is advisable to perform verification of the estimates reliability. Employing
the MCMC methodology, we state the initial parameter values θ0,ne as a vector
of the estimated coefficients from ARMA(1,1)-GARCH(2,1) model for NEPool
expressed as

θ0,ne = [ψ0,ne φ0,ne Cne Kne α1,ne β1,ne β2,ne]
T

where

• yt = λ0,ne + λ1,neyn−1 + εt

• εt = Cne + σtvtE

• σ2
t = Kne + α1,neε2t−1 + β1,neσ2

t−1 + β2,neσ2
t−2

and from GARCH(2,1) model for NORDPool as

θ0,no = [Cno Kno α1,no β1,no β2,no]
T

where

• yt = λ0,no + εt

• ε = Cno + σtvt

• σ2
t = Kno + α1,noε2

t−1 + β1,noσ2
t−1 + β2,noσ2

t−2

Since the prior distribution for the unknown parameters θ is assumed to be
Gaussian, it is treated as an extra sum of squares, then,

SSnew =
p∑

i=1

(
θi − µi

vi

)2

where

• µi is the average value of the sampled parameter values at iteration i;

• vi is standard deviation of the sampled parameter values at iteration i;

• θi ∼ N(µi, v2
i ), that is, independent prior specification for θ.

After generating parameter chains with a length of 5000, we study their pair
wise joint distributions, to reveal possible correlation between estimated param-
eters. We find that correlation coefficients for NEPool model vary from −0.9
to 0.47. This fact shows a significant level of correlation. Similarly, we analyze
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NORDPool estimates and obtain coefficients with a range from approximately
−0.72 to 0.44. Given results violate MCMC assumptions that require model
parameters to be uncorrelated. This violation is a sign of non-ergodicity present
in the residuals of GARCH models.

A next step is to study the parameters’ histograms to verify the character of
their distributions. These do not follow MCMC theory either – distributions of
some parameters appear to be non-Gaussian for both models. This can be easily
seen from Figures 5 and 6 presenting histograms and pair wise scatter plots for
NEPool and NORDPool respectively.
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Fig. 5: Pair wise scatter plots for NEPool model parameters.
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Fig. 6: Pair wise scatter plots for NORDPool model parameters.
One reason to the non-Gaussian distribution reflected by parameter covari-

ance is the constraint of non-negativity imposed upon most parameters, which
were bounding ranges of prior distributions.

6.2 Predictive distributions of sampled price returns

MCMC methods are based on random sampling and result in empirical distri-
butions for unknown parameters. Moreover, it is possible to sample values for
model prediction at different points and construct a distribution also for the
response curves of the model, called ’predictive distributions’, which give the
information related to uncertainties in unknown parameters.

In case of NEPool spot market, a predictive distribution was constructed
based on the sampled values for model prediction in terms of price returns,
where 22 values were predicted as shown in Figure 7.
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Fig. 7: Predictive distribution of price returns for NEPool series.
Figure 7 shows that the predictive distribution for the price returns will most

likely lie inside the calculated bounds. However, we can see that the longer the
forecasting horizon is, the more uncertainty predicted values have. On the other
hand, the posterior distribution of the forecast is concentrated around the initial
prediction. Figure 7 indicates that ARMA(1,1) GARCH(2,1) model for NEPool
can be used for forecasting returns, but only in a short-term horizon ahead.
This conclusion stems from comparison of random variations of the predictive
distribution of returns and the original return series.

In case of NORDPool spot market, 10 values were predicted from the sampled
returns. Analogically, comparison of predictive distribution for portfolio returns
and original returns indicates that a GARCH(2,1) model for NORDPool can
also be used for forecasting the returns for a short-term horizon, as shown in
Figure 8.

On the other hand, the fact that the true time series does not lie within
the posterior distribution of GARCH forecasts means that there must be some
essential feature in electricity spot price time series not captured by the GARCH
paradigm, and by implication not by any ARMA model either.
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Fig. 8: Predictive distribution of price returns for NEPool series.
In summary, even though some MCMC assumptions were violated, shapes

of predictive distributions for model coefficients confirmed the initial prediction
of their values. They also indicated that both estimated models may work
reasonably in short-term forecasting.

7 Conclusions

We have identified ARMA and corresponding GARCH forecast models for two
time series of electricity spot market prices, the Nordic NordPool and the U. S.
NEPool. Models for both series are statistically optimal within a wide spectrum
of ARMA and GARCH orders. Both the size of the data sets, and the behavior
of the two time series are quite different, even if both series display prominent
spikes.

GARCH models assume that a time series can be modeled by a linear model
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with the sole assumption that its variance may depend on past variance history.
We have tested the validity of this assumption by carrying out a Markov Chain
Monte Carlo (MCMC) analysis on the parameters of such optimally identified
GARCH models.

The results of the MCMC analysis indicate that although the models are able
to forecast the future behavior of spot market prices with some skill, the models
are not well identifiable. This is shown in the non-Gaussian structure of model
parameter covariance, and also in the escape shown by the true spot price from
the confidence envelope provide by MCMC sampling of model parameters.

Such results indicate that the behavior of electricity spot price is not captured
by just adding the assumption of heteroschedasticity - there must be something
deeper at play. In fact, other research groups have come to the same conclusion
by different means, such as Bottazzi, Sapio and Secchi [9]. They study the
Subbotin family of distributions and similarly identify that NordPool time series
needs at least two different distributions to capture its dynamics.

Indeed, it appears as if the price time series would obey two different dynam-
ics. The first of these is a relatively regular “elastic” behavior, when the market
is efficient with supply and demand that balance each other. The second one
occurs when some event pushes the market to a “seller’s market” that allows
spot prices to surge because non-elastic demand temporarily exceeds potential
supply. Such a dual market nature would call for at least two different models
to be used simultaneously. The reliability of such a dual model setup can, on
the other hand, be analyzed using an appropriate modification of the MCMC
paradigm, the so-called Reversible Jump MCMC (RJ-MCMC), as proposed by
Laine et al [6].
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Abstract.

The work consists in the development of a new interface that allows MAT-
LAB standalone applications to call MPI standard routines. The interface
allows programmers and researchers to design parallel algorithms with the
MATLAB application using all its advantages. The new interface is com-
pared with other approaches showing smaller latency times in communi-
cations and an application to an algorithm to design RBFNN for function
approximation is shown in the experimental results.

1 Introduction

MATLAB has binary files to be executed in all the most common platforms:
UNIX, Linux, Mac. This program is used by a significant number of researchers
and engineers to develop their applications and test models, however, when par-
allel programming is tackled, MATLAB does not provide a mechanism to exploit
explicit parallelism although a recently developed ToolBox to parallelize certain
parts of the code is available (http://www.mathworks.com/products/distriben/ ).
More concretely, the Message Passing Interface standard, which is one of the
most used libraries in parallel programming, is not supported. In [1] an in-
terface to call MPI [2] functions was developed, however, it is only possible to
use it when using Linux Operating System (OS) in a x86 architecture and for
the concrete implementation LAM/MPI not considering others like Sun MPI,
OpenMPI, etc.

This paper presents a new interface for MATLAB so its applications can
invoke MPI functions following the standard and ensuring the possibility of
being run in any platform where MATLAB has binaries to be executed on. The
applications must be deployed using the MATLAB Compiler so no instances of
MATLAB are required to be running at the same time, this is specially adequate
for clusters. Thus, the rest of the paper is organized as follows: Section 2 will
introduce briefly the MPI standard, then Section 3 will comment the MATLAB
Compiler, in Section 4 the new interface will be exposed and in Section 5 a
comparison between the new interface and a previous one will be shown as well

∗This work has been partially supported by the Spanish CICYT Project TIN2007-60587
and the Junta Andalucia Project P07-TIC-02768.

37



as an example of a distributed genetic algorithm that was coded in MATLAB
using the new interface.

2 Message Passing Interface: MPI

As it is defined in http://www-unix.mcs.anl.gov/mpi/, MPI is:

a library specification for message-passing, proposed as a stan-
dard by a broadly based committee of vendors, implementers, and
users.

Among the advantages of, MPI that have made this library well known, are:

• The MPI standard is freely available.

• MPI was designed for high performance on both massively parallel ma-
chines and on workstation clusters.

• MPI is widely available, with both free available and vendor-supplied im-
plementations.

• MPI was developed by a broadly based committee of vendors, imple-
menters, and users.

• Information for implementers of MPI is available.

• Test Suites for MPI implementations are available.

The Message Passing Interface was designed in order to provide a program-
ming library for inter-process communication in computer networks, which could
be formed by heterogeneous computers. The library is available in many lan-
guages such us C, C++, Java, .NET, python, Ocaml, etc.

MPI is the most used library for inter-communication in High-performance
computing (HPC) application. There are several vendors and public implemen-
tations availables OpenMPI 1, LAM-MPI 2 and MPICH 3, for instance.

3 MATLAB Compiler

MATLAB software has available a tool called Compiler which allows MATLAB
to generate executable applications (stand-alones) that can be run independently
of MATLAB, this is, there is no need of having MATLAB installed in the com-
puter to run the application. The stand-alone requires a set of libraries which
can be distributed after being generated with MATLAB, these libraries start the
Component Runtime (MCR) that interprets the .m files as MATLAB would do.

1http://www.open-mpi.org/
2http://www.lam-mpi.org/
3http://www-unix.mcs.anl.gov/mpi/mpich1/
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A Component Technology File (CTF) is generated during the compilation
process. This file contains all the .m files that form the deployed application
after being compressed and encrypted so there is no way to access the original
source code. When the application is run for the first time, the content of this
file is decompressed and a new directory is generated.

The process that MATLAB follows to generate a stand-alone application is
made automatically and totally transparent to the user so he only has to specify
the .m files that compose the application to be deployed and MATLAB will
perform the following operations:

• Dependence analysis between the .m files

• Code generation: the C or C++ code interface is generated in this step.

• File creation: once the dependencies are solved, the .m files are encrypted
and compressed in the CTF.

• Compilation: the source code of the interface files is compiled.

• Link: the object code is linked with the required MATLAB libraries.

This whole process is depicted in Figure 1.
As listed above, there is a code generation step where an interface for the

MCR is created. These wrapper files allow a concrete architecture to run the
compiled MATLAB code.

3.1 MPIMEX: A new MPI interface for MATLAB

In [1] the Message Passing Interface ToolBox (ToolBoxMPI) was presented. This
toolbox has become quite popular, showing the increasing interest of the fusion
between MATLAB and the emerging parallel applications. The main problem
that this toolbox has is that it is implemented only for x86 machines running
Linux and with the LAM/MPI implementation of MPI. As cited in the Intro-
duction, there is a large variety of implementations of the MPI standard so there
is the need of allowing MATLAB use MPI programming in other types of archi-
tectures and other MPI implementations. This is the main reason why the new
interface proposed in this paper was developed.

MATLAB provides a method to run C/C++ and FORTRAN code within a
.m file so the command interpreter can call another function as if it was another
.m file. The file that has the .c source code must be written using a special
library of functions called mex-functions generating what is know as mex-files
[3]. Once the code is written using these special functions, it has to be compiled
using the MATLAB mex compiler that generates an specific .mexXXX where
XXX stands for the concrete architecture MATLAB is running on:
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Fig. 1: Deployment process of an application using the MATLAB Compiler.

40



Fig. 2: Deploying application process for a MATLAB program calling the MPI
routines

Platform MEX extension
Linux (32-bits) / 64 bits mexglx / mexa64
Macintosh (PPC) mexmac
Macintosh (Intel) mexmaci
32-bit Solaris SPARC / 64 bits mexsol / mexs64
Windows (32-bits) / 64-bits mexw32 / mexw64

The new interface developed uses this feature so it is possible to invoke the
.c standard functions of MPI within the MATLAB source code so when the
MATLAB Compiler is executed to deploy the application, those functions are
treated as regular .m files. The result is that the deployed application can start
the MPI environment and call all the routines defined by the standard. The
process to generate a stand-alone application that uses MPI is shown in Figure
2.

3.1.1 Coding in MATLAB

The new interface keeps the sintaxis of the MPI standard in order to make easier
the use of it by people that have already some experience coding with MPI in
C. However, it is still easier to use than in C because it uses some of the advan-
tages of MATLAB. For example, the initialization of the environment has been
simplified comprising three functions of MPI such us MPI Init, MPI Comm size
and MPI Comm rank so all these parameters can be initialized with a single line
of code, as an example will show below.

As the interface has been coded in a single file (MPI.mexXXX), a unique
function has to be invoked from the MATLAB code. This function has a pa-
rameter that indicates the interface which MPI function will be called, so the

41



header of the MPI function is: MPI(MPI function,...) where MPI function is a
string that has to include the exact name of the C functions excluding the prefix
’MPI ’. For example, to invoke the MPI Send function which has the following
header:

Name: MPI Send - Performs a standard-mode blocking send.
C Syntax:
int MPI Send(void *buf, int count, MPI Datatype datatype, int dest,

int tag, MPI Comm comm)
Input Parameters:

buf Initial address of send buffer (choice).
count Number of elements send (nonnegative integer).
datatype Datatype of each send buffer element (handle).
dest Rank of destination (integer).
tag Message tag (integer).
comm Communicator (handle).

The corresponding MPIMEX call within the MATLAB code would be:

MPImex(’Send’,array, numel(array), ’MPI DOUBLE’, destination,
tag, ’MPI COMM WORLD’);

where all the parameters correspond to the ones defined in the MPI standard although, thanks
to MATLAB, there is no need to worry about the type of data of the parameters array,
destination and tag.

As commented before, the MPI Init function has been coded in a slightly different way with
the idea of simplifying the coder’s task. When MPI(’Init’) is invoked, it returns the values of
the parameters rank and size provided by the functions MPI Comm size and MPI Comm rank.
Therefore, the line of code to initialize MPI in MATLAB using MPIMEX is:

[rank,size]=MPImex(’Init’);

so the output values are obtained in the same way as MATLAB standar functions. Al-
though the MPI Comm size and MPI Comm rank are included in this called, they can be
invoked separately using other communicators as MPI allows to define different communica-
tors, assigning different ranks to the same process. Due to the lack of space, please visit
https://atc.ugr.es/ aguillen/ for further details on how to use it or contact the authors by
e-mail.

4 Experiments

This section shows a comparison between the new interface developed and an existing one.
Afterwards, it also shows a real application where MPIMEX has been used.

4.1 Efficiency gain
The portability among the different platforms is not the only advantage over previous toolboxes
for message passing in MATLAB but the new interface adds less overhead time when calling
MPI routines. To show this efficiency gain, the new interface was compared to a previous one.
The two classical message passing routines for the communication between two processes are
MPI Send and MPI Recv whose header defined by the standard is (the MPI Send has been
described previously):
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Fig. 3: Comparison between MATLAB MPI interfaces for MPI Send

Name: MPI Recv - Performs a standard-mode blocking receive.
C Syntax:
int MPI Recv(void *buf, int count, MPI Datatype datatype,int source, int tag,

MPI Comm comm, MPI Status *status)
Input Parameters:

count Maximum number of elements to receive (integer).
datatype Datatype of each receive buffer entry (handle).
source Rank of source (integer).
tag Message tag (integer).
comm Communicator (handle).

Output Parameters
buf Initial address of receive buffer (choice).
status Status object (status).
IERROR Fortran only: Error status (integer).

A simple program that performs a Send and Recv between two processes running in two
processors was implemented. The program was executed 10000 times and on each run, the
time elapsed during the MPI function calls was measured. Results are shown in Table 1
for MPI Send and in Table 2 for MPI Recv, these data have been graphically represented in
Figures 3 y 4 respectively.

Fig. 4: Comparison between MATLAB MPI interfaces for MPI Recv
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Function MPI Send
# packets ToolBoxMPI MPIMEX

1 49.85 (168.7) 30.01 (8.2)
5 44.41 (9.8) 28.81 (8.1)
10 47.66 (9.5) 32.33 (10.76)
30 52.69 (7.8) 49.09 (552.1)
60 102.45 (859.7) 46.69 (402.6)
120 93.11 (577.5) 47.52 (281.1)
240 87.92 (409.6) 66.96 (563.1)
360 89.32 (210.3) 79.58 (575.3)
480 100.91 (255.7) 87.32 (417.1)
650 125.09 (461.4) 103.25 (434.2)
750 136.41 (480.1) 109.30 (431.4)
850 145.37 (482.0) 122.20 (444.6)
950 149.08 (326.3) 130.22 (447.8)
1100 169.11 (495.4) 145.61 (449.5)

Table 1: Mean of the time measures in µs. and standard deviation (in brackets)
when calling the MPI Send function using different number of elements.

Function MPI Recv
# packets ToolBoxMPI MPIMEX

1 65.63 (178.1) 35.91 (17.4)
5 59.92 (20.2) 36.63 (33.8)
10 62 (154.4) 36.28 (33.4)
30 60.74 (9.1) 37.31 (29.5)
60 66.72 (6.6) 36.64 (7.0)
120 73.93 (57.8) 42.56 (10.2)
240 77.61 (11.4) 52.75 (15.1)
360 88.01 (15.7) 63.98 (20.9)
480 97.71 (19.3) 76.12 (24.4)
650 113.97 (24.3) 92.52 (38.2)
750 124.24 (27.9) 99.35 (38.4)
850 133.23 (35.8) 110.89 (45.9)
950 142.53 (44.3) 120.05 (51.3)
1100 156.00 (50.6) 135.43 (65)

Table 2: Mean of the time measures in µs. and standard deviation (in brackets)
when calling the MPI Recv function using different number of elements.

As the results show, there is a larger overhead time when using the other MPI interface
than when using the new one. This is the consequence of performing an unique call to a
mexfile as explained in the subsection above. As the size of the packet increases, the overhead
time becomes imperceptible, however, for fine grained applications where there exists many
communications steps, this overhead time can become crucial for the application to be fasted.

4.2 Application over a distributed heterogeneous genetic algorithm
This section shows how this new interface becomes quite useful for parallel models development.
The algorithm presented in [4] was implemented using the new interface so it was possible
to be executed in a Sun Fire E15K. This machine can reach the number of 106 processors
UltraSPARC III Cu 1.2 GHz with a memory of 1/2 TeraByte. The bandwith of the Sun Fire
can reach 172.7 Gigabytes per second.

The algorithm consists in a distributed heterogeneous genetic algorithm that has the task
of design Radial Basis Function Neural Networks (RBFNNs) to approximate functions [5]. The
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parallelism that can be extracted from this application has two perspectives: data parallelism
and functional parallelism. The functional parallelism makes reference to the one that can be
obtained when distributing the different tasks in several processes so, as was demonstrated
in [6, 7], this kind of parallelism increases the efficiency and improves the results. The data
parallelism can be applied to genetic algorithms from two perspectives: the data could be
the individuals or the input for the problem. In this case, the first one was considered so an
initial population of 300 individuals was processed by a initial set of three specialized island.
The algorithm was executed using a synthetic function to be approximated and the execution
times are shown in Table 3 and in Figure 5. The speedup obtained thanks to the parallelism
is represented in Figure 6.

Execution time
3 Proc. 2620(117.21)
6 Proc. 809.5(5.29)
9 Proc. 504.3(21.59)
12 Proc. 346.3(20.55)
15 Proc. 281.6(25.73)
30 Proc. 165.2(21.07)

Table 3: Execution times in seconds and standard deviation (in brackets).

Fig. 5: Execution times in seconds.

5 Conclusions

This paper has presented a new interface that allows MATLAB users to take advantage of the
message passing paradigm so they can design parallel applications using the MPI standard.
The benefits of this new interface in comparison with previous ones is that it is possible to
use it independently of the platform the application will be run on, the implementation of
the MPI standard and it also has smaller overhead times. All these is translated in a better
perfomance when building models such as RBFNN for time series prediction, regression or
function approximations.
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Fig. 6: Speedup obtained in the computation time when increasing the number
of processors.
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[7] A. Guillén, I. Rojas, J. Gonz ález, H. Pomares, L.J. Herrera, and B. Paechter. Boosting
the performance of a multiobjective algorithm to design RBFNNs through parallelization.
Lecture Notes in Artificial Intelligence, 2007.

46



Projection of time series with periodicity on a
sphere

Victor Onclinx1,2, Michel Verleysen1 and Vincent Wertz 1,2 ∗
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Abstract. Predicting time series necessitates choosing adequate re-
gressors. For this purpose, prior knowledge of the data is required. By
projecting the series on a low-dimensional space, the visualization of the
regressors helps to extract relevant information. However, when the series
includes some periodicity, the structure of the time series is better pro-
jected on a sphere than on an Euclidean space. This paper shows how
to project time series regressors on a sphere. A user-defined parameter is
introduced in a pairwise distance criterion to control the trade-off between
trustworthiness and continuity. Moreover, the theory of optimization on
manifolds is used to minimize this criterion on a sphere.

1 Introduction

Time series forecasting is an important topic in many application domains. Con-
ceptually, traditional methods [1, 2, 3] use the past values of a time series to
predict future ones; these methods fit a linear or a nonlinear model between the
vectors that gather the past values of the series, the regressors, and the values
that have to be predicted. Note that exogenous variables and prediction errors
may be used as inputs to the model too.

A first difficulty encountered by these methods is the choice of a suitable
regressor size. Indeed, the regressors have to contain the useful information to
allow a good prediction [4]. If the regressor size is too small, the information
contained in the vector yields a poor prediction. Conversely, with oversized
regressors, there can be redundancies such that the methods will overfit and
predict the noise of the series.

For this reason and many other ones, including the choice of the model
itself, it is useful to visualize the data (here the regressors) for a preliminary
understanding before using them for prediction. This can be achieved by data
projection methods [5, 6, 7, 8] which are aimed at representing high-dimensional
data in a lower dimensional space. The projection of the regressors makes, for
example, easier the visualization of some peculiarity in the time series.

∗V. Onclinx is funded by a grant from the Belgium F.R.I.A. Part of this work presents
research results of the Belgian Network DYSCO (Dynamical Systems, Control, and Optimiza-
tion), funded by the Interuniversity Attraction Poles Programme, initiated by the Belgian
State, Science Policy Office. The scientific responsibility rests with its author(s). The au-
thors thank Prof. Pierre-Antoine Absil for his suggestions on the theory of optimization on
manifolds.
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Moreover, assuming that data projection methods minimize the loss of in-
formation between the initial regressors and the projected ones, the forecasting
of a time series can be achieved by using the projected regressors instead of the
original ones, expecting that the smoothing resulting from the projection will
help increasing the prediction performance.

In a first step, oversized regressors are projected to remove their potential
redundancies and to reduce the noise. Most distance-based projection methods
define the loss of information by the preservation of the pairwise distances. How-
ever, projection methods have to deal with a trade-off between trustworthiness
and continuity [9], respectively the risk of flattening and tearing the projection.
To control these types of behaviour, a user-defined parameter is introduced in
the criterion [10] that implements the trade-off and that allows its control.

Furthermore, when time series have a periodic behaviour, it is difficult to
embed them in an Euclidean space because of their complex structure [11]. In-
deed, let us assume that the oversized regressors are lying close to an unknown
manifold embedded in a high-dimensional space. Since the series is periodic,
the manifold probably intercepts itself. In this context, the choice of a suitable
projection manifold is motivated by its ability to keep the loops observed in the
original space; the quality of the projection relies on its ability to preserve the
global topology underlying the data distribution. The constraint of preserving
loops is widely used in the context of topology-based projection methods, as
the Self-organizing maps, where spheres [12, 13] and tori [14] are often used as
projection manifolds; this paper presents a distance-based projection method on
a sphere, a manifold that allows loops in the projection space.

The projection is achieved by the minimization of the pairwise distance crite-
rion presented in Section 2. Since the projection space is non-Euclidean, Section
3 presents an adequate optimization procedure. Next to a brief introduction of
the theory of optimization on manifolds [15], the theory is adapted to project
data on a sphere. The projection of a sea temperature series on a sphere is
presented in Section 4.1.

In order to take into consideration the advantages of the projection on mani-
folds, the forecasting methods should be adapted such that the prediction of
time series can be based on the projected regressors. Section 4.2 is dedicated to
the prediction of time series. By projecting the regressors on a sphere, a new
projected time series is defined on the sphere; this series can easily be predicted
using the Optimal-Pruned Learning Machine method [16]. Following these first
results, the original time series is predicted with the projected regressors; the
results of the forecasting are compared with the prediction of the series based
on a 52-dimensional oversized regressors.

2 Projection criterion

This section aims at defining a projection criterion. As previously mentioned,
data projection methods have to deal with a trade-off between trustworthiness
and continuity. Two illustrative examples of the projection of a cylinder on R2
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comment the trustworthiness and the continuity of a projection. Having in mind
the compromise to reach these two objectives, a pairwise criterion can then be
defined without restriction on the structure of the manifold.

Assuming that data close to a cylinder must be projected on the two-dimen-
sional Euclidean space, a first option is to cut the cylinder along a generating
line and to unfold it on the R2 Euclidean space. The resulting projection is
trustworthy since two data that are close in the projected space (R2) are also
close in the original space (the cylinder). However, because the cylinder has
been torn, the projection cannot be continuous.

A second option is to flatten the cylinder to preserve the continuity. Actually,
two data that are close in the original space, the cylinder, remain close in the
projected one; the projection is thus continuous. Nevertheless, this projection is
no more trustworthy since data coming from opposite part of the cylinder may
be projected close from each other.

By counting the points that are close in one space but not in the other space,
the trustworthiness and the continuity quality measures [9] are intuitively de-
fined. Nevertheless, these measures are discrete and the optimization of these
criteria is therefore difficult. To bypass this problem, distance-based projection
methods minimize some weighted mean square errors between the original dis-
tance Dij and the distance δij on the projection manifold; the distances Dij

and δij are defined between points i and j in their corresponding space with
1 ≤ i, j ≤ N , N being the number of data.

The minimization of the unweighted cost function

f ≡
N−1∑

i=1

N∑

j>i

(Dij − δij)2

cannot yield good results since large distances increase the cost function. In the
projection context, this situation is against the intuition; one prefers to preserve
the pairwise distances between close data rather than minimizing f .

By dividing each term of the cost function by the original distance Dij ,
the minimization of the tearing error favours the continuity of the projection.
Indeed, if it happens that two original data are close despite they are faraway
in the projected space, they will dominate. Therefore, the minimization of the
following cost function tends to make these data closer in the projected space:

Tearing error ≡
N−1∑

i=1

N∑

j>i

(Dij − δij)2

Dij
.

Conversely, by weighting each term with the corresponding distance δij in
the projected space, the trustworthiness of the projection is favoured:

Flattening error ≡
N−1∑

i=1

N∑

j>i

(Dij − δij)2

δij
.
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The flattening error expresses that points that are close in the projected space
while they are not in the original space (small δij and large Dij) have to move
faraway from each other during the optimization procedure.

Finally, to implement a trade-off between the trustworthiness and the conti-
nuity, a user-defined parameter λ ∈ [0, 1] is introduced:

f ≡
N−1∑

i=1

N∑

j>i

(
λ

(Dij − δij)2

Dij
+ (1 − λ)

(Dij − δij)2

δij

)
. (1)

3 Optimization on manifolds

This section shows how to minimize the pairwise distance criterion (1). Be-
cause the projected points have to lie on a manifold, traditional optimization
procedures cannot be used; the theory of optimization on manifolds proposes a
powerful alternative. After an introduction to the topics from the theory of op-
timization on manifolds, adaptations to project data on a sphere are presented.

One could argue that to perform an optimization while keeping the projected
points on a sphere, it is possible to perform a standard optimization in the spheri-
cal coordinate space. Unfortunately, this is not true since there are singularities
in the two poles of the sphere. Actually, these two points are represented by two
segments in the spherical coordinate space. Moreover, because the search space
is limited to {(φ, θ) ∈ [0, 2π[×[−π

2 , π
2 ]} and because it is not an Euclidean space

anymore, traditional optimization methods cannot be used.
To circumvent these difficulties, the theory of optimization on manifolds pro-

poses to consider the problem as an unconstrained minimization problem but
by taking in mind that each point has to stay on the manifold all along the
optimization procedure [15].

Working on a manifold does not allow movements through straight lines, as
it is the case in the steepest descent gradient method; the curves of the manifold
can however replace these straight directions since they include the curvature of
the manifold and its global topology.

Searching for a minimum of a cost function f can be achieved by adapted line-
search algorithm. Let us assume that the algorithm has successfully performed
the k first iterations and that it has found the vector y(k) = (y1(k), ...,yN (k))
where yi(k) is the location of data i on the projection manifold after iteration
k. Moreover, let us denote the vector ν(k) that gathers the parameters of the
manifold; since the optimal projection manifold cannot be determined a priori,
this vector has to be optimized too. For example, in the case of the sphere, ν(k)
will denote the radius of the sphere (which is unknown a priori).

First the gradient −∇f(y1(k), ...,yN (k), ν(k)) is evaluated. Nevertheless,
this direction may point faraway from the manifold. To take into consideration
the manifold constraint and its curvature, the gradient −∇f is projected on the
tangent space TyM. In this way, the new direction −∇′f(y1(k), ...,yN (k), ν(k))
is tangent to some curve γ : R '→ M : t '→ γ(t) and therefore close to the
manifold.
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By searching in this direction with a step size α, a new location y′(k) can
be found on the tangent space TyM. However, this location is not on the
manifold; it has then to be retracted on the latter. The retraction, which is a
kind of deterministic projection from the tangent space to the manifold, has to
be chosen such that the new candidate location y(k + 1) belongs to the curve γ
determined by the direction −∇′f . The step size α is chosen under the Armijo
condition [15] that ensures a sufficient decrease of the cost function. This means
that the decrease of the cost function must be larger than the expected decrease
of the first order approximation of the cost function f with a smaller step size
σα where σ ∈ [0, 1]. In other words, if the Armijo condition

f(y(k)) − f(y(k + 1)) ≥ σα||∇′f ||2 (2)

is satisfied, the cost function has sufficiently decreased.
For details of the propose line-search algorithm see [15]. Fig. 1 shows the

different steps of a single iteration.

Fig. 1: Optimization iteration

After this brief introduction to the theory of optimization on manifolds, the
latter is adapted to the problem of minimizing criterion (1) on a sphere. First,
one has to define the manifold M and the tangent space TyM. In addition to
the spherical form of the manifold, one has also to add its radius R. The value
of the radius is a scaling factor; this means that the radius R is considered as a
parameter of the manifold because the adequate sphere is not known a priori.
As each vector on the sphere has to have the same norm, the definition of the
manifold can be expressed by:

M ≡ {(y1, ...,yN , R) ∈ S3
R × ... × S3

R × R+|yT
i yi − R2 = 0, 1 ≤ i ≤ N}.

By differentiating the set of constraints, the tangent space TyM is defined
by:

TyM ≡ {(u1, ...,uN , uR) ∈ R3 × ... × R3 × R|yT
i ui − RuR = 0, 1 ≤ i ≤ N}.

Finally, if the angle between the vectors yi and yj is known, the product
between the radius and this angle defines the distance between yi and yj . In
order to evaluate this angle, the geodesic distance between yi and yj on the
sphere is defined by the expression δij ≡ R arccos y′

iyj

‖yi‖‖yj‖ . Concerning the
distance in the high-dimensional space, the geodesic distance is approximated
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by the construction of a graph through the data where the edges are weighted
by the Euclidean distances. The distance Dij is evaluated by a shortest path
algorithm [17, 18] such as Dijkstra’s one. At the end, the evaluation of the
gradient −∇f is defined by the partial derivatives with respect to the locations
yi and the radius R.

4 Experiments

In this section, the data projection method is illustrated on the ESTSP2007
competition dataset of the weekly evolution of the sea temperature. The series
is represented in Fig. 2 where the colour varies with the temperature. The series
contains 875 temperature measures; a yearly periodicity can easily be observed.
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Fig. 2: Weekly evolution of the sea temperature

The methodology to forecast a periodic time series, as proposed in this pa-
per, begins by building oversized regressors. The size of the regressors is chosen
experimentally with respect to the length of a single period: 52-dimensional
oversized regressors are built. Even if they probably contain all useful infor-
mation for the prediction, these regressors are noisy and they certainly contain
redundancies. The regressors are thus projected on a sphere according to the
above methodology. The forecasting of the time series is, at the end, based on
the projected regressors.

Section 4.1 shows the results of the projection; hence, the projected regressors
define a curve on the optimal sphere. Section 4.2 first studies the forecasting of
this new time series on the sphere to show the accuracy of the projection and of
the methodology. Finally, the prediction of the original time series is performed
and evaluated. Both the prediction of the projected time series on the sphere,
and the prediction of the original time series based on the projected regressors,
use the OPELM method [16].

4.1 Projection of the sea temperature series

The intrinsic dimension of the 52-dimensional oversized regressors is much lower
than the embedding Euclidean space. For example, by projecting the data with
Principal Component Analysis [19] in order to reduce the dimensionality to
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the 10 principal components, the residual variance is less than 1 percent; this
motivates the idea of projecting the regressors on a low-dimensional manifold.

The geodesic distance in the high-dimensional space Dij is approximated by
the shortest path in the graph built through the 50 closest neighbours [17, 18].

Fig. 3: 52-regressors projected on the sphere with λ = 0.9

The result of the projection on the sphere is shown in Fig. 3 where the colour
varies smoothly with respect to the value of y(t). The colours used are the same
as in Fig. 2; it can be easily seen that similar values of the original time series,
thus similar colours, are close on the sphere. The additional curve in Fig. 3
joins points that are consecutive in time to illustrate the path of the projected
time series on the manifold. The projected time series turns around the sphere
such that the sphere keeps the periodicity of the time series. Furthermore, the
isolated part of the projected data in the upper left region of the sphere in Fig.
3 corresponds to the irregularities of the time series observed between times
t = 380 and t = 420 in Fig. 2.

In Fig. 4, the corresponding result in the spherical coordinate space is repre-
sented in order to visualize all the data; the glyph in the center of the figure
corresponds to the above-mentioned irregularities. According to both Fig. 3 and
4, the projection of the times series makes it possible to isolate its irregularities
in a visual way.
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Fig. 4: 52-regressors projected on the sphere, in the spherical coordinate space
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4.2 Prediction of the sea temperature series using the projected re-
gressors

Besides the visualization applications, the projection of the time series defines
new regressors where redundancies are removed and noise is probably reduced.
This subsection shows how the projected regressors can be used.

Let us consider the projected time series defined by the locations y(t) on
the sphere, with t between 1 and N . To test the quality of the projected time
series, a model ŷ(t + 1) = f(y(t),y(t − 1), θ) is built with the Optimal-Pruned
Learning Machine method [16]. OPELM is a two-layer regression model, where
the first layer is chosen randomly among a set of possible activation functions
and kernels, and the second layer is optimized with linear tools. The speed of
optimizing such models makes it possible to test a large number of them, among
which the best according to some validation criterion is selected. θ represents the
parameters of the method, more specifically the number and the types of kernels
or functions; both Gaussian and sigmoidal functions are used. The learning and
validation errors are estimated according to the following definitions:

Learning error ≡
∑N1

t=1 ||ŷ(t) − y(t)||2

N1

V alidation error ≡
∑N2

t=1 ||ŷ(t) − y(t)||2

N2
,

where N1 and N2 represent respectively the size of the learning and of the
validation sets. The learning set is randomly built with 66 percent of the initial
set; 10000 simulations are performed in order to estimate the learning and the
validation errors as average over all the 5000 experiments. The results are shown
in Fig. 5 with respect to the number of kernels/functions used in the OPELM
tool.
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Fig. 5: Learning and validation errors of the normalized projected time series
versus the number of kernels/functions used

Fig. 5 shows that the projected time series on the sphere can easily be pre-
dicted. However, this result does not mean that the original series can be easily
predicted too. As a first attempt in this direction, we propose to build another
prediction model based on the projected regressors. Assuming that the locations
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y(t) on the sphere are known, they define reduced regressors such that it can be
used to forecast the original time series x(t). In [20], the authors define new re-
gressors by concatenating the projected regressors with the corresponding value
x(t). Here, we use an alternative idea, which consists in predicting the variations
in the time series using the projected regressors. The model is thus defined by:

x(t + 1) = x(t) + f̃(y(t), θ). (3)

The quality of the prediction is close to the forecasting with the 52-dimensio-
nal regressors as shown in Fig. 6. In this figure the learning error of the prediction
based on the projected regressors is higher than the learning error based on the
52-dimensional initial regressors, but the validation error is lower when using
the projection. This is likely to be due to overfitting of the model based on the
52-dimensional regressors.
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Fig. 6: Learning and validation errors for the prediction of the normalized time
series with the initial regressors and the projection on the sphere

5 Conclusion

This paper presents a nonlinear method aimed at projecting the regressors of a
time series on a sphere such that redundancies are removed and noise is reduced.
The method minimizes a pairwise distance cost function where the trade-off bet-
ween trustworthiness and continuity is controlled by a user-defined parameter.
The projection on a sphere is aimed at embedding the periodicity of time series
using a dedicated optimization method. The quality of the projection is assessed
through the trustworthiness and the continuity quality measures and is compared
to the same measures obtained after projecting on Euclidean spaces.

The projected regressors can be used to forecast the original time series.
First results are shown using the OPELM algorithm. Nevertheless, the OPELM
prediction method is not specifically adapted to spherical data for which the
manifold contains another part of useful information. This will be studied in
future work.
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Abstract. Extreme Learning Machine, ELM, is a newly available learn-
ing algorithm for single layer feedforward neural networks (SLFNs), and
it has proved to show the best compromise between learning speed and
accuracy of the estimations. In this paper, a methodology based on
Optimal-Pruned ELM (OP-ELM) for function approximation enhanced
with variable selection using the Delta Test is introduced. The least angle
regression (LARS) algorithm is used after variable selection to rank the
input variables, and scaling is also introduced as a way to estimate the
influence of each input in the output value. The performance is assessed
on a dataset related to anthropometric measurements for children weight
prediction. The accurate results show that this combination of techniques
is very promising to solve real world problems and represents a good al-
ternative to classic backpropagation methods.

1 Introduction

In many real-life problems it is convenient to reduce the number of involved fea-
tures (variables) in order to reduce the complexity, especially when the number
of features is large compared to the number of observations. There are several
criteria to tackle this variable reduction problem. Three of the most common
are: maximization of the mutual information (MI) between the inputs and the
outputs, minimization of the k-nearest neighbors (k-NN) leave-one-out gener-
alization error estimate and minimization of a nonparametric noise estimator
(NNE).

Extreme Learning Machine (ELM)[1] is a new learning technique to train
single layer feedforward neural networks (SLFN) which chooses the input weights
randomly and determines the output weights analytically. This algorithm is
designed to build models that provide the best possible generalization in the
shortest time. Given its success, it has already been applied to several fields of
machine learning such as text classification [2] or time series prediction [3].

This work intends to make use of the methodology described in [4] which
proposes a combination of Extreme Learning Machine with optimal pruning
(OP-ELM) and variable selection. In this case, we focus on the use of a NNE as
a selection criterion, concretely by using the Delta Test (DT) as estimator. The
applicability of the method is assessed on a dataset of children anthropometric
measurements.
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This paper is structured as follows: Section 2 explains the variable selection
methodology using the Delta Test as a criterion, and how it is integrated in the
forward-backward search (FBS) algorithm. In Section 3 there is a description of
the LARS methodology for input ranking and Section 4 gives a mathematical
perspective on the Extreme Learning Machine method. In Section 5, the exper-
iments are described and some relevant results are presented, while Section 6
summarizes the conclusions of this work.

2 Variable selection

2.1 The Delta Test

The Delta Test, firstly introduced by Pi and Peterson for time series [5], is
a technique to estimate the variance of the noise, or the mean squared error
(MSE), that can be achieved without overfitting. Given N input-output pairs
(xi, yi) ∈ RM × R, the relationship between xi and yi can be expressed as

yi = f(xi) + ri, i = 1, ..., N

where f is the unknown function and r is the noise. The DT estimates the
variance of the noise r.

The DT is useful for evaluating the nonlinear correlation between two random
variables, namely, input and output pairs. The DT can be also applied to input
selection: the set of inputs that minimizes the DT is the one that is selected.
Indeed, according to the DT, the selected set of inputs is the one that represents
the relationship between inputs and output in the most deterministic way. DT
is based on hypotheses coming from the continuity of the regression function.
If two points x and x′ are close in the input space, the continuity of regression
function implies the outputs f(x) and f(x′) will be close enough in the output
space. Alternatively, if the corresponding output values are not close in the
output space, this is due to the influence of the noise.

The DT can be interpreted as a particularization of the Gamma Test [6] con-
sidering only the first nearest neighbor. Let us denote the first nearest neighbor
of a point xi in the RM space as xNN(i). The nearest neighbor formulation of
the DT estimates Var[r] by

Var[r] ≈ δ =
1

2N

N
∑

i=1

(yi − yNN(i))
2, with Var[δ] → 0 for N → ∞

where yNN(i) is the output of xNN(i).

2.2 Forward-backward search methodology

To overcome the difficulties and the high computational time that an exhaustive
search would entail (i.e. 2N −1 input combinations, being N the number of vari-
ables), there are several other search strategies. These strategies are suboptimal
because they do not test every input combination, and they are clearly affected
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by local minima, but they are preferred to an exhaustive search if the number
of variables is large.

Among the typical search strategies, there are three that share similarities:

• Forward search

• Backward search (or pruning)

• Forward-backward search (or forward stagewise regression)

The difference between the first two is that the forward search starts from an
empty set of selected variables and adds variables to it according to the optimiza-
tion of a search criterion, while the backward search starts from a set containing
all the variables and removes those for which the elimination optimizes the search
criterion.

Both forward and backward search suffer from incomplete search. The forward-
backward search (FBS) is a combination of them. It is more flexible in the sense
that a variable is able to return to the selected set once it has left it, and vice
versa, a previously selected variable can be discarded later. This method can
start from any initial input set: empty set, full set, custom set or randomly
initialized set. If we consider a set of N input-output pairs (xi, yi) ∈ RM × R,
the forward-backward search algorithm can be described as follows

1. Initialization:

Let S be the selected input set, which can contain any input variables, and
F the unselected input set, which contains the variables not present in S.
Compute Var[r] using Delta Test (see section 2.1) on the set S.

2. Forward-Backward selection step:

Find

xS = arg minxi,xj
{(Var[r]|S ∪ xj) ∪ (Var[r]|S \ xi)}, xi ∈ S, xj ∈ F

3. If the old value of Var[r] on the set S is lower than the new result, stop;
otherwise, update set S and save the new Var[r]. Repeat step 2 until S is
equal to any former selected S.

4. The selected input set is S

3 The LARS algorithm

Least angle regression (LARS)[7] is a stylized version of the stagewise procedure
that uses a simple mathematical formula to accelerate the computations. Only
m steps are required for the full set of solutions, where m is the number of
covariates.
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The LARS procedure works roughly as follows. Supposing that the initial
estimate is µ0, the algorithm takes a first step in the direction of the most cor-
related predictor, say x1. When another predictor, say x2, becomes sufficiently
correlated to become one of the chosen variables, the next step is taken in the
bisecting angle between x1 and x2. This happens again when a third predictor,
x3, gains the sufficient importance to contribute to the model. The process con-
tinues until all the covariates have entered the model. This method is illustrated
in Fig. 1

x1

x2

x3

μ0

μ1

μ2

yLARS

Fig. 1: LARS algorithm evolution for m = 3 covariates.

The entire sequence of steps in the LARS algorithm with m < n variables,
where n is the number of observations, requires O(m3 +nm2) computations (the
cost of a least squares fit on m variables). The LARS algorithm works gracefully
for the case where there are many more variables than observations (m >> n).

It is important to take into account that the procedure requires that the
variables and outputs are previously scaled to have zero mean and variance
equal to 1.

4 Extreme Learning Machine

Let us consider a set of N points (xi, ti) ∈ Rn × Rm, where i = 1, ..., N . A
standard single layer feedforward neural network (SLFN) with L hidden neurons
and activation function g(x) can be mathematically modeled as

L
∑

i=1

βig(wixj + bi) = dj j = 1, ..., N

where wi is the weight vector connecting inputs and the ith hidden neuron, βi is
the weight vector connecting the ith hidden neuron and output neurons, bi is the
threshold of the ith hidden neuron, and dj is the output given by the ELM for
data point j. The standard SLFN with n hidden neurons and activation function
g(x) can approximate these N samples with zero error in the ideal case, meaning
that

∑L
j=1 ‖dj − tj‖ = 0, and thus, there exist βi, wi and bi such that
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L
∑

i=1

βig(wixj + bi) = tj j = 1, ..., N

The above equations can be written compactly as:

Hβ = T

where

H =







g(w1x1 + b1) . . . g(wLx1 + bL)
... · · ·

...
g(w1xN + b1) . . . g(wLxN + bL)







N×L

β =







βT
1
...

βT
L







L×m

and T =







t
T
1
...

t
T
N







N×m

The matrix H is called the hidden layer output matrix of the neural network.
When the number of neurons in the hidden layer is equal to the number of
samples, H is square and invertible. Otherwise, the system of equations needs
to be solved by numerical methods, concretely by solving

minβ‖Hβ − T‖

The solution that minimizes the norm of this least squares equation is

β̂ = H†T

where H† is called Moore-Penrose generalized inverse [1]. The most important
properties of this solution are:

• Minimum training error.

• Smallest norm of weights and best generalization performance.

• The minimum norm least-square solution of Hβ = T is unique, and is
β̂ = H†T.

Hence, the ELM algorithm for SLFNs can be summarized in these steps:

Given a training set (xi, ti) ∈ Rn ×Rm, i = 1, ..., N activation function g(x)
and L hidden neurons:

1. Assign arbitrary input weights wi and bias bi, i = 1, ..., L.

2. Calculate the hidden layer output matrix H.

3. Calculate the output weights β:

β = H†T

where H, β and T are as defined before.
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5 Experiments and results

5.1 The ”anthrokids” dataset

The dataset used for testing the described methodology was a collection of an-
thropometric data that represents the results of a three-year study on 3900
infants and children representative of the U.S. population of year 1977, ranging
in age from newborn to 12 years of age. The dataset comprises 121 variables
and the target variable to predict is children’s weight. The data repository can
be found in http://ovrt.nist.gov/projects/anthrokids/.

This dataset is characterized by the presence of many missing values. There-
fore, a first sample and variable discrimination had to be done to build a robust
and reliable dataset. The approach to do this was to keep a minimum amount of
1000 samples out of the possible 3900. The number of variables was chosen by
means of an iterative routine which attacked the data set reduction both in terms
of number of samples and number of variables. The variables were removed one
by one (every time the one with the highest amount of missing values) while the
number of samples removed per iteration could be tuned. The best compromise,
with 43 samples removed per iteration, was a set of 54 variables which led to a
set of 1019 samples, free of missing values. Figures 2(a) and 2(b) describe this
process. One extra variable was removed because it had a constant value for all
samples, yielding a final set of 53 variables.

The resulting dataset was subdivided into training and test sets, with 70%
and 30% of the samples respectively. The variables were normalized to have zero
mean and standard deviation 1 before being processed.

5.2 Forward-backward search

Forward-backward search with Delta Test as the performance criterion and
empty initial search set was applied to the training set. The FBS algorithm
was applied to several training set combinations to find the best (lowest) DT
value. The method selected the 12 variables listed in Table 1 and the value of
Var[r] versus the number of variables is shown in Fig. 3. The lowest DT value
achieved was 0.0070 and the algorithm converged in 281.63 seconds.

5.3 OP-ELM model construction

After this initial selection, an OP-ELM model was built using these 12 variables
and the same percentages of training and test samples. The algorithm was
initialized with a high number of kernels (100) so that the pruning did not affect
the accuracy of the result.

The criterion to optimize during training was the estimation of the leave-one-
out (LOO) validation error. Usually, LOO estimation is too time consuming,
especially when the number of samples is large. For that reason, the estimation
was done using PRESS (PREdiction Sum of Squares) statistics, which gives
an exact formula for LOO calculation when the problem is linear. This exact
formula defines the LOO error ε as
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Fig. 2: Composition of the dataset. The first step was the determination of
the number of samples to remove per iteration to achieve the minimum number
of samples (>1000) with nonzero elements (a) and the second was to find the
number of variables with nonzero elements determined by this amount of samples
removed between iterations (b).

1 2 3 4 5 6 7 8 9 10 11 12
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Number of variables

Va
r[r

]

Forward−backward search

Fig. 3: Forward-backward search algorithm evolution. The algorithm reaches
the minimum value of Var[r] for 12 variables.

ε =
ti − hi

1 − hiPhT
i

where P is defined as P = (HTH)−1, H is the hidden layer output matrix,
hi are the column vectors of matrix H, ti are the target values and β are the
output weights (see section 4 for details). Table 2 lists the results of several OP-
ELM models, using different activation functions for the hidden layer. A linear
component is always maintained because it generally helps fitting the data if
there is any linearity between the inputs and the outputs of the model.

The results show that variable selection allows building a model with the
same performance as with the full set of variables (or even improving it when
linear and sigmoid activation functions are used) in a much shorter time. The
reduction in the number of required neurons is also noticeable.
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Variable number Variable name LARS ranking
1 Stature 12
8 Erect sitting height 7
13 Buttock-knee length 10
34 Shoulder breadth 4
38 Upper arm circumference 5
40 Elbow-hand length 8
62 Chest circumference 1
65 Waist circumference 6
70 Hip circumference 3
76 Upper thigh circumference 11
80 Calf circumference 2
85 Foot length 9

Table 1: Variables selected by FBS (DT = 0.0070) and ranking given by LARS
algorithm. The variable numbers correspond to their position in the original
dataset

Number of Activation Comput. LOO Test Number of
variables function time (s) error error neurons

L + S 7.79 0.0221 0.0354 88
53 (full set) L + G 8.12 0.0060 0.0167 118

L + S + G 7.98 0.0069 0.0169 143
L + S 3.15 0.0110 0.0214 47

12 (FBS) L + G 2.71 0.0060 0.0170 17
L + S + G 3.24 0.0062 0.0173 22

Table 2: Performance achieved by several OP-ELM models using different com-
binations of activation functions. L: linear, S: sigmoid, G: gaussian.

5.4 LARS ranking

The LARS algorithm is guaranteed to find the best ranking among all possible
inputs if a problem is linear. The OP-ELM model makes use of LARS to rank the
neurons of the hidden layer, since this layer can be considered an input layer to
the last (linear) stage of the neural network. We also used the LARS algorithm
to provide the best ranking of the variables selected. Despite the non-linearities
of the problem, LARS managed to find a coherent order for the set of selected
variables. The resulting ranking of variables appears in Table 1.

5.5 Scaling

The next step to take in order to optimize the variable selection is to scale
the selected variables according to their influence on the output value. Let us
consider f as the unknown function that determines the relationship between
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the inputs and outputs of a regression problem, y = f(x) + r, with x ∈ RM , y ∈
R, r ∈ R. Let d be the number of selected variables that minimize the Delta Test
without any scaling. Thus, the estimate of the output, ŷ ∈ R, can be expressed
as ŷ = g(x′) + r, with x′ ∈ Rd and g is the model that best approximates the
function f . The objective is to find a scaling vector α ∈ Rd such that

ŷ = g(α1x
′
1, α2x

′
2, . . . , αdx

′
d) + r

minimizes the variance of the noise (DT) of the problem.
Intuitively, the scaling will assign high values of α to the variables that are

most correlated with the output, and low values to those less correlated. It can
happen that some variable that initially was not selected, now enters the set of
selected variables with a low scaling factor.

The method of FBS with scaling was applied to the anthropometrics example,
providing the ranking shown in Table 3. The result includes all the previously
selected variables with scaling factor 1, and adds 6 more with lower scaling
factors ranging from 0.1 to 0.5. The computational time employed was 1495.95
seconds and the DT with scaling was reduced to 0.0064. Finally, Table 4 shows
a comparison of several OP-ELM models built using the scaled variables.

Scaling factor Variable number Variable name
1.0 1 Stature
1.0 8 Erect sitting height
1.0 13 Buttock-knee length
1.0 34 Shoulder breadth
1.0 38 Upper arm circumference
1.0 40 Elbow-hand length
1.0 62 Chest circumference
1.0 65 Waist circumference
1.0 70 Hip circumference
1.0 76 Upper thigh circumference
1.0 80 Calf circumference
1.0 85 Foot length
0.5 42 Forearm circumference
0.4 36 Shoulder-elbow length
0.2 22 Lower face height
0.1 47 Hand breadth
0.1 57 Maximum fist circumference
0.1 112 Birth order

Table 3: Variables selected by FBS with scaling factors (DT = 0.0064).

6 Conclusion

This work has presented the use of variable selection using the Delta Test as
a selection criterion, based on the minimization of the variance of the noise
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Number of Activation Comput. LOO Test Number of
variables function time (s) error error neurons

L + S 3.61 0.0106 0.0210 68
18 (scaled) L + G 3.71 0.0058 0.0168 17

L + S + G 3.72 0.0058 0.0166 17

Table 4: Study of the performance of several OP-ELM models using scaled vari-
ables. The different activation functions are: L: linear, S: sigmoid, G: gaussian.

in a regression problem. This selection of variables has been combined with
optimally pruned ELM models that effectively accelerate the learning process of
single layer feedforward neural network.

The OP-ELM models by themselves produced short training times (of the
order of 8 seconds for a problem involving 53 variables and around 1000 samples)
and relatively accurate estimations in terms of validation and test error. In the
example studied, the combination with variable selection using DT reduces the
computational time to less than half of the achieved with OP-ELM, maintaining,
or improving in some cases, the calculated errors. It also proved to reduce
substantially the necessary number of nodes in the network. The best performing
models for this application were those which included gaussian kernels, either
with or without sigmoid components.

The use of scaling factors to weight the variables according to their impor-
tance in the model slightly increases the accuracy but on the other hand it in-
creases the computational time too. Therefore, the convenience of using scaling
or not will depend on each specific application.

In particular, we consider that this methodology could be effectively used for
time series prediction as it is done in [3] but automatizing the choice of hidden
neurons and saving computational time by reducing the number of variables.

References

[1] G.-B. Huang, Q.-Y. Zhu and C.-K. Siew, Extreme learning machine: A new learning
scheme of feedforward networks, Neurocomputing, 70:489–501, 2006.

[2] Y. Liu, H.-T. Loh and S.-B. Tor, Comparison of extreme learning machine with sup-
port vector machine for text classification, LNAI 3533:390–399, Springer-Verlag Berlin
Heidelberg, 2005.

[3] R. Singh and S. Balasundaram, Application of extreme learning machine method for time
series analysis, Int. Jour. Int. Tech., 2(4):256–262, 2007.

[4] Y. Miche, P. Bas, Ch. Jutten, O. Simula and A. Lendasse, A methodology for building
regression models using extreme learning machine: OP-ELM, In Proceedings of ESANN
2008, European Symposium on Artificial Neural Networks, pp. 247–252, 2008.

[5] H. Pi and C. Peterson, Finding the embedding dimension and variable dependencies in
time series, Neural Computation, 6(3):509–520, 1994.

[6] A.J. Jones, New tools in non-linear modelling and prediction, Comput. Manage. Sci.,
1:109–149, 2004.

[7] B. Efron, T. Hastie, I. Johnstone and R. Tibshirani, Least angle regression, In Annals of
Statistics, 32:407–499, 2004.

66



Instance or Prototype Selection for Function
Approximation using Mutual Information

A. Guillen1, L. J. Herrera2, G. Rubio2, A. Lendasse3, H. Pomares2, and I. Rojas2 ∗

1- University of Jaen - Dept. of Informatics
Jaen - Spain

2- University of Granada - Dept. of Computer Technology and Architecture
Granada - Spain

3- Helsinki University of Technology - Lab. of Computer and Information Science
Granada - Spain

Abstract.

The problem of selecting the patterns to be learned by any model is usu-
ally not considered by the time of designing the concrete model but as
a preprocessing step. Information theory provides a robust theoretical
framework for performing input variable selection thanks to the concept
of mutual information. The computation of the mutual information for
regression tasks has been recently proposed providing good results in fea-
ture selection. This paper presents a new application of the concept of
mutual information not to select the variables but to decide which proto-
types should belong to the training data set in regression problems. The
proposed methodology consists in deciding if a prototype should belong or
not to the training set using as criteria the estimation of the mutual infor-
mation between the variables. The novelty of the approach is to focus in
prototype selection for regression problems instead of classification as the
majority of the literature deals only with the last one. Other element that
distinguish this work from others is that it is not proposed as an outlier
identificator but as algorithm that determine the best subset of input vec-
tors by the time of building a model to approximate it. As the experiment
section shows, this new method is able to identify a high percentage of the
real data set when it is applied to a highly distorted data sets.

1 Introduction

The task of selecting the correct subset of input vectors that are included in a
training set when classifying, approximating or predicting an output is a rele-
vant task that, if accomplished correctly, can provide storage and computational
savings and improve the accuracy of the results.

Three main approaches have been used in order to optimize the set of inputs
that the training algorithm will use: incremental, decremental and batch. The
incremental approach starts from an empty set of input vectors and defines the
training set including input vectors [1, 2]. The opposite perspective is taken in

∗This work has been partially supported by the Spanish CICYT Project TIN2007-60587
and Junta Andalucia Project P07-TIC-02768.
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the decremental approach that starts considering all the input vectors available
and, following a prefixed criteria, proceeds to remove the non desired instances
[3, 4]. The batch method iterates several times before deleting the instance
from the training set, setting a flag on the instances that could be removed in
next iterations [5]. Recently, many other approaches have been proposed such
as evolutive algorithms [6, 7, 8], boosting-based algorithms [9, 10], and pruning
techniques [11].

The work developed in this paper is framed within the decremental approach
since it considers the whole data set at the beginning. The criteria to remove the
input vectors has been taken from the method used to perform feature selection.
The problem of finding the adequate set of variables is quite important by the
time of designing models to predict, approximate or classify input data. If the
set of input data has redundant or irrelevant data, the training can result in
overfitted model with poor generalization capabilities [12, 13, 14]. Furthermore,
if the dimensionality is not reduced, some local approximator models suffer the
curse of dimensionality, making it impossible to design accurate models.

To tackle the feature selection problem. two main streams have been followed:
filter and wrapper methods. The filter approach consists in a preprocessing of
the input data so the model is built after. The wrapper approach attempts to
design the model at the same time that performs the variable selection. The
concepts of entropy and mutual information make the Information theory an
interesting framework for filtering approaches.

The majority of the research in prototype selection has been focused in clas-
sification problems [8], although few works aimed at solving problems for con-
tinuous output. For example [15], presents a method to select the input vectors
when calculating the output using the k-Nearest Neighbors algorithm (k-NN),
however, this methodology does not permit the selection of the input vectors
before designing more complex models such as neural networks. In [6], a genetic
algorithm is used to select both the feature and the input subsets, however, it
is only suitable for linear regression models. The main problem of genetic al-
gorithms that use binary encoding to determine if an input vector should be
included considered, is that the higher the number of instances is, the longer
becomes the individual, making difficult to find a good solution.

As commented before, in regression problems, the input and the output val-
ues are real and continuous values so additional techniques have to be used to
estimate the probability distribution [16].Although there exists a variety of algo-
rithms to calculate the Mutual Information (MI) between variables, this paper
uses the approach presented in [17] which is adapted for continuous variables
thanks to the use of the MI estimator based on the k-NN algorithm [18].

2 Prototype Selection Based on the Mutual Information

This section firstly describes the mutual information and the methodology to
calculate it, then, the algorithm to perform the prototype selection is introduced.
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2.1 Mutual Information

Given a single-output multiple input (MISO) function approximation or classi-
fication problem, with input variables X = [x1, x2, . . . , xn] and output variable
Y = y, the main goal of a modelling problem is to reduce the uncertainty on
the dependent variable Y . According to the formulation of Shannon, and in the
continuous case, the uncertainty on Y is given by its entropy defined as

H(Y ) = −
∫

µY (y) log µY (y)dy, (1)

considering that the marginal density function µY (y) can be defined using the
joint PDF µX,Y of X and Y as

µY (y) =
∫

µX,Y (x, y)dx. (2)

Given that we know X, the resulting uncertainty of Y conditioned to known
X is given by the conditional entropy, defined by

H(Y |X) = −
∫

µX(x)
∫

µY (y|X = x) log µY (y|X = x)dydx. (3)

The joint uncertainty on the [X,Y ] pair is given by the joint entropy, defined
by

H(X,Y ) = −
∫

µX,Y (x, y) log µX,Y (x, y)dxdy. (4)

The mutual information (also called cross-entropy) between X and Y can
be defined as the amount of information that the group of variables X provide
about Y , and can be expressed as

I(X,Y ) = H(Y )−H(Y |X). (5)

In other words, the mutual information I(X, Y ) is the decrease of the un-
certainty on Y once we know X. Due to the mutual information and entropy
properties, the mutual information can also be defined as

I(X,Y ) = H(X) + H(Y )−H(X|Y ), (6)

leading to

I(X, Y ) =
∫

µX,Y (x, y) log
µX,Y (x, y)

µX(x)µY (y)
dxdy. (7)

Thus, only the estimate of the joint PDF between X and Y is needed to
estimate the mutual information between two groups of variables.
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2.2 Prototype Selection using Mutual Information

The idea that motivates this paper is: since the MI is able to let us know how
much information from the output can be retrieved using the different variables
starting from a set of input vectors (prototypes), it would be possible that if
a significant prototype is removed from the set of input vectors, the amount
of MI that could be retrieved would be decreased. On the other hand, if an
insignificant prototype is deleted from the original set, the amount of MI should
not be decreased. These two sentences are correct, however, there are situations
where they might not be completely true. For example, if there are outliers,
they will probably provide a significant amount of MI but they should not be
considered. On the other hand, if the output of the system remains constant,
the amount of information will not fluctuate if similar prototypes are removed.

Thus, in order to make an objective evaluation of how relevant an input
vector is, it is necessary to consider the lost of MI relatively to its neighbors
in such a way that, if the lost of MI is similar to the prototypes near !xi, this
input vector must be included in the filtered data set. The algorithm proposed
to calculate the reduced set of prototypes is described below:

calculate the k nearest neighbors in the input space of !xi for i = 1...n
estimate the mutual information MI between X and the output Y
diff=0;
for i=1...n

calculate the mutual information MIfi when removing !xi from X
end
normalize MIfi in [0,1]
for i=1...n

for cont=1...α2

diff= |MIfi|− |MIfcont|
if diff > α1

Cdiff=Cdiff+1
end
if Cdiff < α2

discard prototype
else

select prototype
end

end

where α1 is a predefined threshold that determines how different the MI should
be respect the neighbors and α2 is the number of neighbors to be considered in
the comparisons.

When calculating how much of MI was lost, two approaches could be taken:
1) to calculate the MI between the complete set of variables and the output
or 2) to compute the MI between each variable and the output. With the MI
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RBF centers radii weights
0.5463 0.1698 0.4829
0.6366 0.1787 0.2096
0.5709 0.2435 -0.3246
0.9271 0.7518 0.3583
0.8638 0.1991 0.4094

Table 1: Parameters for the function f1

estimator used in the experiments, no difference between those two approaches
could be seen, however, other implementations should be analyzed.

3 Experiments

This section presents the results of applying the new algorithm to highly dis-
torted data sets. These data sets were generated syntheticlly son it was possible
to know excatly which elements were the originals and which the noisy ones.

The first experiment was performed using a one dimensional function (Figure
1 a) ) that was generated using a gaussian Radial Basis Function Neural Network

(RBFNN) (e
− ||!xk−!ci||

2

r2
i ) using the randomly chosen parameters in Table 1.
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Fig. 1: a) Original target function and b) distorted data set

The original data set consisted in 400 prototypes with their corresponding
output. This data set was modified adding a set of 250x2 random values in
[0,1] from an uniform distribution, obtaining a new data set of 650 prototypes
of dimension 1 with one output. This data set is represented in Figure 1 b).

The proposed method was applied using the value 0.01 for the threshold α1

and 1 for α2, obtaining a filtered data set of size 400. From the 250 elements
removed, 208 were added prototypes and 42 were original prototypes, this is, the
algorithm discriminated the 83.2% of the incorrect prototypes and identified the
89.5% of the original prototypes. Figure 3 depicts the results, where the circles
represent the original prototypes and the stars represent the prototypes selected
from the distorted data set. If a star is included in a circle, it means that the
original prototype was chosen correctly.

To evaluate the utility and effectiveness of the proposed approach, several
RBFNNs were designed using the three different data sets: original, distorted
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Fig. 2: Filtered data (stars) and original data (circles)

Data set error error over original data set
original 0.2124 0.0024
distorted 0.7425 0.4020
selected 0.3265 0.1068

Table 2: Approximation errors (Normalized Root Mean Squared Error) obtained
when training the networks using the different data sets.

and filtered. The methodology to design the RBFNN was: first, initialize the
centers with the ICFA algorithm [19], then apply k-NN to get a first value for the
radii and then, apply a local search to make a fine tuning of these parameters.
As it was expected, thanks to the prototype selection, the approximation errors
(Table 2) that can be obtained are much smaller than if no prototype selection
was made. Figure 3 shows the approximations of the original function by the
RBFNNs generated using the distorted data a) and using the data after the
prototype selection b).

a) b)
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Fig. 3: Approximation made by the RBFNN trained with the data before de
prototype selection (a) and after the selection (b)

Secondly, a two dimensional synthetic function f4 (Figure 4 a) ), defined in
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Equation 8, was used. First, 400 input vectors were generated, then, 200 input
vectors were generated using random values in [0,1] from an uniform distribution,
remaining the complete data set as it is depicted in Figure 4 b).

f4(x1, x2) = 1.9[1.35 + ex1sin(13(x1 − 0.6)2)e−x2sin(7x2)] x1, x2 ∈ [0, 1] (8)
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Fig. 4: a) Original target function and b) distorted data set (diamonds) with
the original training data (dots)

The algorithm was applied in the same way than in the previous case using
α = 0.015 and α2 = 2, Figure 5 shows the results. In this occasion, the algorithm
identified the 82.75% of the real input vector and the 50% of the noise ones,
demonstrating again the good behavior of the proposed approach.
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Fig. 5: Filtered data (stars) and original data (circles)

4 Conclusions and Further Work

This paper has presented a possible approach to solve the problem of selecting
adequate inputs before using any model to approximate a function. This new
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method is based on the concept of MI which was used before for feature selection.
The main difference between the already existing approaches and the proposed
one is that is oriented to data sets with a continuous output value instead of
a predefined set of labels and with the global perspective that the MI provides
of the complete data set. As the experiments have shown, the method seems
quite effective selecting the correct prototypes with a high accuracy. Further
work could be done regarding the influence of the two parameters the algorithm
has, how to estimate their values building models to evaluate the quality of the
selection, and also a comparison among the different ways of calculating the
mutual information.
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Abstract. Dendrometers are devices, which measure continuously the
stem radius of a tree. In this work, we studied the use of cumulative sum
(CUSUM) charts for automatically and, thus, objectively determining the
onset and cessation dates of radial increase based on dendrometer data.
We used data measured in two forest stands in southern Finland to demon-
strate the idea and to test the performance of the CUSUM chart. In order
to produce reliable results, one has to choose suitable parameter values for
the chart. Once configured properly, the method produced results similar
to those determined by an expert.

1 Introduction

Formation of wood depends on various endogenic and exogenic factors and it is
restricted to a certain period in the year, e.g. [1]. Wood formation is regulated
by several factors including genotype, site, silviculture, and climatic variation.
In spite of the basic nature of the underlying process, our present knowledge
concerning the timing of the various phases and the rate of increment during a
growing season is still far from complete. This lack of knowledge is largely due to
difficulties in measuring wood formation at short intervals. Dendrometers have
traditionally been used for measuring the intra-annual wood formation of trees
with high precision, e.g. [2, 3].

Changes in stem dimensions are not solely a result of wood formation; they
are often caused by other processes, especially changes in stem hydration, e.g. [4].
Because of the large and frequent changes in stem radius associated with fluctu-
ations in stem water potential, it is difficult to use dendrometer measurements to
determine the onset, cessation, and rate of wood formation, i.e., radial increment
due to formation of new cells, e.g. [5, 6, 7].

In recent years, few studies have been published describing the timing of ra-
dial increase or weather-growth relationship based on dendrometer data, e.g. [7,
8, 9]. However, the definitions and approaches for identifying the onset and ces-
sation of radial increase have been different between the studies. Thus, criteria

∗M. S. and J. H. were supported by Academy of Finland, research project: analysis of
dependencies in environmental time-series data (AD/ED) (grant number 116853).
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and methods for determining onset and cessation dates are not yet generally
accepted.

The problem in this study is to objectively and automatically detect the onset
and cessation of radial increase period based on dendrometer data. We tested
the suitability of the cumulative sum (CUSUM) charts [10, 11] for performing
this determination automatically solely based on the data, cf. [12].

2 Dendrometer data

Dendrometer data was collected from two sites located 300 m from each other
in southern Finland (Ruotsinkylä, 60◦ 21’ N, 25◦ 00’ E). In both stands, sample
trees without visible damage were selected from the dominant tree layer. In
the first stand (altitude 45 m a.s.l.), the Norway spruce trees were growing in
a pure spruce stand on fertile mineral soil (H100 = 30 m, dominant height
at age 100 years) classified as Oxalis-Myrtillus forest type [13]. Mean stem
diameter of the sample trees at breast height was 27 cm and relative crown
length was 68%. The sample trees were monitored during the growing seasons
of 2001–2005. In the second stand (altitude 60 m a.s.l.), four Norway spruce
and four Scots pine trees were monitored during the growing seasons of 2002–
2003, and another four spruce and four pine trees during the growing seasons
of 2004–2005. They were growing in a mixed spruce-pine stand on a relatively
fertile mineral soil classified as Myrtillus forest type (H100 = 27 m) [13]. The
total number of observations (year × tree combinations) was, thus, 57. Mean
daily temperatures and precipitation sums were obtained from a meteorological
station of the Finnish Meteorological Institute located about 5 km from the
study stands.

Stainless-steel band-dendrometers were installed on each tree at a height
of about 2 m. Before installing the band, the outer bark under the band was
lightly brushed to ensure smooth contact with the trunk. The girth band consists
of three basic elements: 1) a stainless-steel band encircling a tree, 2) a sensor
(rotating potentiometer) reacting to movements of the stainless-steel band and 3)
an aluminium-body and fastening mechanism (Fig. 1). The fastening mechanism
consists of three parts: 1) a constant force spring, 2) a fastening arm, and 3) an
adjustable foot (Fig. 2). The spring stretches the steel band around the tree with
a force of about 3 N, making the band capable of reacting to small variations in
girth but without damaging the tree.

Changes in tree girth were measured at a resolution of 0.1 mm, corresponding
to diameter change of about 0.03 mm. The output of the dendrometers was
stored as hourly averages. Examples of dendrometer data showing the change in
the stem radius during one year are shown in Fig. 3. From these measurements,
the daily values of stem circumference were calculated as the mean of hourly
values and the circumference changes were converted to radial changes assuming
a circular stem cross-section. The dendrometer has been described in more detail
in [3].
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Fig. 1: The girth band mounted on a tree.
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Fig. 2: Structure of the girth band: A = stainless-steel band; B = rotating
potentiometer; C = fastening arm; D = adjustable foot; E = cable; F = spring.
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Fig. 3: Examples of the dendrometer data; a Norway spruce tree in Ruotsinkylä
measured in 2002 and 2003. The zero level is the first observation of the year.
The resolution the measurements is one hour.
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Fig. 4: Example of a difficult growth pattern. It is difficult to distinguish when
the actual radial increase starts: on around day 115 or around day 150. Also,
only based on the curve it is difficult to tell whether the increase ceases on around
day 190, 235, or 340.

We visually evaluated the methods used in the previous studies (cited in the
introduction) for determining the onset and cessation dates of radial increase
from dendrometer data. All the methods had difficulties in identifying the onset
and cessation dates because of stem hydration changes, i.e., they were not suffi-
cient for identification of the crucial dates for all trees and years. It may happen,
for example, that during spring stem radius starts to increase at a certain time
point, but then stays constant for a rather long time, before the increasing trend
reappears (Fig. 4). It is difficult to say, whether new xylem has actually been
formed or whether the stem has just swollen.

We ended up, therefore, determining the onset and cessation dates visually
from the dendrometer data to obtain labeling for training purposes. It should be
emphasized that manual determination of the crucial dates is laborious and is
likely to result in observer-related subjective differences and human errors. The
dates identified visually are called below as the ‘expert choice’.

The tests can be done with all the data. Alternatively, difficult cases (Fig. 4)
can be left outside the data in order to get more reliable results. We labeled an
onset or cessation date of radial increase as a difficult case if there was a clear
jump-like increase of at least about 0.07 mm in stem radius before the onset date
or after the cessation date or if the minimum achievable difference between the
predicted date and the ‘expert choice’ was at least 10 days. Altogether, there
were 22 and 16 difficult cases for onset and cessation, respectively.

3 Cumulative sum chart

The cumulative sum (CUSUM) chart is a statistical process control tool, which
detects small changes in the mean µ of a signal. It monitors the cumulative sum
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dk

Fig. 5: Parameters d and k of the CUSUM chart define the shape of the V-mask.
The shape affects how soon and how large changes are detected.

of previous observations x.

X ∼ N(µ,σ2) (1)

Sm =
m∑

i=1

(xi − µ) (2)

The cumulative sum Sm at time step m is the sum of the differences between the
previous observations and µ. The CUSUM chart detects up or down drifts and
abrupt changes in µ, which is assumed to be known. The chart has 2 parameters:
d and k, which depend on standard deviation σ, size of detectable change ∆X,
and probabilities of type I (α) and type II (β) errors. The parameters define the
shape of a so-called V-mask (Fig. 5), which is used to detect the changes in the
mean. In case a previous value of Sm is outside the mask, it is concluded that
the mean has changed (see Fig. 6).

We studied how to set the parameters of the chart to produce results as
similar as possible to the ‘expert choice’. One has to choose suitable values for
∆X, σ, α, and β. In addition the onset or cessation levels µ for radial increase
have to determined. Cessation of radial increase can be detected by running the
chart in reverse time.

The correct values of suitable detectable size of change and magnitude of
noise were not known in advance. Therefore, parameters d and k were varied in
a wide range: d between 1 and 50 and k between 0.01 and 0.1. The accuracy
of the predicted dates was verified by 10-fold cross-validation [14]. In 10-fold
cross-validation, the data set is divided into 10 disjoint sets of equal size. The
parameters of the chart yielding the minimum error are selected 10 times and
each time one of the sets is held out as a validation data set. Parameter values,
which yielded the minimum mean absolute deviation e in days (Equation 3) for
a training data set, were chosen. The performance of the model is estimated as
the mean of the 10 errors obtained using the validation data sets.

e =
1
n

n∑

i=1

|ae − ac| (3)
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Fig. 6: Artificial data with constant mean (left column) and abrupt (middle
column) and gradual change in mean (right column) and the respective CUSUM
charts (bottom row). When µ stays the same, the values of cumulative sum Sm

stay inside the V-mask. A change in µ is detected, when a previous value of
cumulative sum is outside the V-mask.
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Above, n is the number of onset or cessation dates in the training or validation
set, ae is the ‘expert choice’ and ac is the date predicted by the CUSUM chart.

Performance of the CUSUM chart can be improved by focusing on only up-
ward (onset) or downward (cessation) shifts in mean, i.e., using only one half of
the V-mask for detecting the changes. This reduces the number of false alarms.
This procedure was used to produce the presented results.

4 Results

It was found that the average stem radius during spring or fall is a better value
for µ than the average of whole winter due to, e.g., swelling and shrinkage of the
stem. The spring was defined as the two week period before the first day with
average temperature > 3 ◦C. Similarly, fall was defined as the two week period
after the first day with average temperature < 3 ◦C after summer.

Lowest average errors obtained with separate parameter values k and d for
each tree and year were 1.6 days for onset and 2.9 days for cessation, respectively.
The onset and cessation dates of other trees cannot, however, be detected with
the same accuracy using these parameter values, because the optimal parameters
differed between the trees and years. Same parameter values were, therefore,
used for all the trees and years. The average training errors were 8.6 and 9.8
days for onset and cessation, respectively. The average errors in the validation
data set were 8.9 and 11.0 days for onset and cessation, respectively.

The relatively high errors were mainly caused by some difficult cases. The
difficulty was caused by increasing stem radius related to stem hydration before
the actual radial increase begins and during fall after the radial increase has
ceased (Fig. 4). These kinds of curves were also difficult for the CUSUM chart,
i.e., it detected the onset date too early and cessation date too late. When the
difficult cases were left out, the average errors clearly decreased. The average
errors in the training data set were 2.5 days and 7.3 days for the onset and
cessation, respectively. The average errors in the validation data set were 3.1
days and 8.2 days for the onset and cessation, respectively.

5 Discussion

The development of stem radius or circumference can be monitored with a high
time resolution and summed up to long-term results using modern automatic
dendrometers. Durability, automated measurement, and low price make den-
drometers suitable to be used in a growth monitoring network covering large
regions.

Much of the variation in stem radius is, however, independent of xylem for-
mation. In late winter and early spring, rising temperature may increase evap-
otranspiration, whereby this water loss cannot be replaced by water uptake due
to soil frost and it consequently causes a reduced stem radius, e.g. [7]. Later in
spring, water uptake will result in an increase of stem radius not related to the
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formation of new tracheids, e.g. [15, 16, 8, 17]. Onset of wood formation may,
thus, be masked by the rehydration of the stem, cf. [18].

Likewise, increases in stem radius in late summer may be caused by stem
swelling rather than wood formation, making it difficult to determine the ces-
sation of wood formation from dendrometer measurements. Especially in the
slow-growing boreal forests, the daily swelling and shrinkage of the stem is rel-
atively large compared to the radial stem increase caused by cell division and
enlargement. In cold regions, such as Finland, wintertime ice formation in stems
does further complicate the interpretation of girth band data [19].

In the experiments, the CUSUM chart proved to be a good starting point
for detecting automatically the dates when the radial increase of trees begins
and ceases. Suitable parameters values for the CUSUM chart are needed to get
accurate results. Once configured properly, the CUSUM chart produced results
similar to the ‘expert choice’. In most cases, the results were accurate for the
onset of radial growth. To detect the cessation date is more difficult, because
during fall the amount of stem radius increase is small compared to the reversible
changes in stem radius, which cause false alarms.

A relatively high number of cases (39% and 28% for the onset and cessation,
respectively) were labeled as difficult. The changes in stem radius caused by
wood formation and other factors can not always be distinguished using the
CUSUM chart. It proved necessary to compare the dendrometer measurement
with direct measurements on tracheid formation on the stems. Thus, the results
achieved by using the CUSUM chart should always be checked by an expert
before using them in further analysis. The amount of manual work needed for
identifying the crucial dates can anyway be reduced by the CUSUM chart.

The CUSUM chart is also a useful method for on-line detection of onset of
radial increase. In contrast, the cessation of radial increase can not be detected
on-line using the CUSUM chart. In retrospective analysis of onset and cessation
of radial increase it is probably advantageous to use the observations on both
sides of the change point to improve the performance of the detection method.

6 Conclusions

In this study, using the CUSUM chart was studied for automatic detection of on-
set and cessation dates of radial increase of stems based on automated dendrom-
eter data. At their best, the results agreed rather well with dates determined
by an expert. Detecting the cessation of radial increase was a more challenging
task compared to the onset date.

In the experiments, trees from two stands were analyzed. The method and
the estimated parameters can be used to assign preliminary onset and cessation
labels to trees in other stands.

Other change detection methods may also be suitable for the problem. In
a future study, the CUSUM chart will be compared with, e.g., segmentation
and regression methods and trend tests such as the Mann-Kendall test and F-
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test. We will also analyse the relationship between environmental factors and
the onset and cessation dates of radial increase.
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Abstract. In this paper, a recently proposed methodology for univariate
time series prediction through the NARX network is applied to the prob-
lem of forecasting monthly rainfall precipitation in the city of Fortaleza,
located at Brazil’s northeast coast. The proposed approach is compared
with the classic Box-Jenkins (AR) model and other standard neural net-
works methods (FTDNN and Elman networks). Among these models, the
obtained results indicates a better performance for the NARX network.

1 Introduction

Artificial neural networks (ANNs) have been successfully applied to a number
of time series prediction and modeling tasks (see [1], for a recent survey of
techniques and applications). In particular, when the time series is noisy, the
underlying dynamical system is nonlinear and temporal dependencies span long
time intervals (also called long memory process), ANN models frequently out-
perform standard linear techniques, such as the well-known Box-Jenkins models.
In such cases, the inherent nonlinearity of ANN models and a higher robustness
to noise seem to partially explain their better prediction performance.

In one-step-ahead prediction tasks, the predictive models are required to
estimate the next sample value of a time series, without feeding back it to the
model’s input regressor. If the user is interested in a longer prediction horizon, a
procedure known as multistep-ahead or long-term prediction, the model’s output
should be fed back to the input regressor for a fixed but finite number of time
steps [2]. Multistep-ahead prediction is much more complex to deal with than
one-step-ahead prediction, and it is believed that these are complex tasks in
which ANN models play an important role, in particular recurrent ones.

Simple recurrent networks (SRNs) comprise a class of recurrent neural mod-
els that are essentially feedforward in the signal-flow structure, but also contain
a small number of local and/or global feedback loops. Even though feedforward
networks can be easily adapted to process time series through an input tapped
delay line, giving rise to the well-known Focused Time Delay Neural Network
(FTDNN), they can also be easily converted to SRNs by feeding back the neu-
ronal outputs of the hidden or output layers, giving rise to Elman and Jordan
networks, respectively.

∗The authors thank CAPES, FUNCAP and FINEP (PSICO project) for their financial
support and FUNCEME for providing the rainfall data.
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SRNs are usually trained by means of classic backpropagation algorithm or
temporal variants of it (e.g. BPTT and RTRL). However, learning to predict
time series with long memory properties can be quite difficult using gradient-
based learning algorithms. Lin et al [3] report that learning such long-term tem-
poral dependencies with gradient-descent techniques is more effective in a class
of SRN model called Nonlinear Autoregressive with eXogenous input (NARX)
than in Elman/Jordan models. Despite this important property of the NARX
network, its feasibility as a nonlinear tool for time series modeling and prediction
has not been fully explored yet. Usually, the NARX network is indeed reduced
to the FTDNN model in order to be applied to univariate time series predic-
tion [4]. Or, prediction in time of a certain variable is carried out with the help
of the time series of another (exogenous) variable [5].

Recently, we evaluated the applicability of the NARX network to univariate
time series prediction [6, 7]. By univariate we mean that there is no another
exogenous variable, i.e. the prediction task is performed using the time series of
a single variable only. But even so, the NARX topology can still fully explore its
computational power by creating a virtual exogenous variable. According to this
approach there are two input regressors to the NARX network, one providing
the feedback from the most recent network’s outputs and the other taking past
values of the variable of interest spaced in time according to Takens’ theorem [8].
The first regressor plays the role of an autoregressive model, while the second
one plays the role of an (implicit) exogenous variable time series.

In this paper, we investigate the application of the NARX network to the
problem of forecasting monthly rainfall precipitation in the city of Fortaleza,
located at Brazil’s northeast coast. Climate prediction in this tropical region is
a particularly hard task due to complexity of the dynamical phenomena involved
(e.g. El Niño). Several studies have investigated the predictability of rainfall
precipitation in Brazil’s northeast cost [9, 10, 11], most of them using complex
numerical models of the climate dynamics. Very few papers have investigated
the prediction performance of empirical (e.g. statistical and neural) models (e.g.
[12]). The main goal of this paper is to help to fill this gap by comparing the
NARX approach with standard Box-Jenkins models and other neural network
methods (FTDNN and Elman networks).

The remainder of the paper is organized as follows. In Section 2, we describe
the NARX network model and its application to univariate time series prediction.
Simulations and discussion of results are presented in Section 3. The paper is
concluded in Section 4

2 Univariate Time Series Prediction with NARX Network

The NARX model describes an important class of discrete-time nonlinear sys-
tems that can be mathematically represented as

y(n + 1) = f [y(n), . . . , y(n − dy + 1); u(n), u(n− 1), . . . , u(n − du + 1)] , (1)
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Fig. 1: NARX network with du delayed inputs and dy delayed outputs.

where u(n) ∈ R and y(n) ∈ R denote, respectively, the input and output of the
model at time step n, while du ≥ 1 and dy ≥ 1, du ≤ dy, are the input-memory
and output-memory orders, respectively. In vector form it can be written as

y(n + 1) = f [y(n);u(n)], (2)

where y(n) and u(n) denote the output and input regressors, respectively. The
nonlinear mapping f(·) is generally unknown and can be approximated, for ex-
ample, by an MLP network. The resulting connectionist architecture is then
called a NARX network [13] (see Figure 1).

As mentioned in the introduction, the particular topic of this paper is the
issue of nonlinear univariate time series prediction with the NARX network. In
this type of application, the output-memory order is usually set dy = 0, thus
reducing the NARX network to the TDNN architecture [4], i.e.

y(n + 1) = f [u(n)], (3)
= f [u(n), u(n − 1), . . . , u(n − du + 1)],

where u(n) ∈ Rdu is the input regressor. This simplified formulation of the
NARX network eliminates a considerable portion of its representational capa-
bilities as a dynamic network; that is, all the dynamic information that could
be learned from the past memories of the output (feedback) path is discarded.

Takens [8] has shown that, under very general conditions, the state of a
deterministic dynamic system can be accurately reconstructed by a time window
of finite length sliding over the observed time series as follows:

x1(n) ! [x(n), x(n − τ), . . . , x(n − (dE − 1)τ)] (4)

where x(n) is the sample value of the time series at time n, dE is the embedding
dimension and τ is the embedding delay. If we set u(n) = x1(n) and y(n + 1) =
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Fig. 2: Architecture of the NARX network during training and testing. The
feedback loops (dotted lines) are required only during testing.

x(n + 1) in Equation (3), then it leads to an intuitive interpretation of the
nonlinear state-space reconstruction procedure as equivalent to the time series
prediction problem whose the goal is to compute an estimate of x(n + 1). Thus,
the only thing we have to do is to train a TDNN model. Once training is
completed, the TDNN is used for predicting the next samples of the time series.

Despite the correctness of the TDNN approach, recall that it is derived from
a simplified version of the NARX network by eliminating the output memory. In
order to use the full computational abilities of the NARX network for nonlinear
time series prediction, we proposed novel definitions for its input and output
regressors ([6, 7]).

Firstly, the input signal regressor, denoted by u(n), is defined by the delay
embedding coordinates of Equation (4):

u(n) = x1(n) = [x(n), x(n − τ), . . . , x(n − (dE − 1)τ)], (5)

where we set du = dE . In words, the input signal regressor u(n) is composed of
dE values of the observed time series, separated from each other of τ time steps.
Secondly, the output regressor y(n) can be written as

y(n) = [x(n), . . . , x(n − dy + 1)]. (6)

Note that this regressor contains dy past values of the observed time series.
Henceforth, NARX network is trained using the regression pairs {y(n),x1(n)}.
In a sum, the NARX network implement the following predictive mapping (see
Figure 2):

x̂(n + 1) = f̂ [y(n),u(n)] = f̂ [y(n),x1(n)], (7)

where the nonlinear function f̂(·) be readily implemented through a MLP trained
with plain backpropagation algorithm.
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Fig. 3: Monthly rainfall precipitation in Fortaleza, Brazil (Jan/1974-Dec/2007).

Note that Figure 2 illustrates the way the NARX network is trained and
tested. During the training the feedback loops (dotted lines) are not used. Dur-
ing the testing phase, however, since multistep-ahead predictions are required,
the predicted values should be fed back to both, the input regressor u(n) and
the output regressor y(n), simultaneously. Thus, the resulting predictive model
has two feedback loops, one for the input regressor and another for the output
regressor.

Thus, unlike the TDNN-based approach for the nonlinear time series predic-
tion problem, the proposed approach makes full use of the output feedback loop.
Equations (5) and (6) are valid only for one-step-ahead prediction tasks. Again,
if one is interested in multistep-ahead , the estimates x̂ should also be inserted
into both regressors in a recursive fashion.

3 Simulations and Discussion

In this paper, our aim is to evaluate the ability of the NARX network on the
prediction of monthly rainfall precipitation in the city of Fortaleza, located at
Brazil’s northeast coast. For the sake of completeness, a performance compar-
ison with the TDNN and Elman networks as well as with the Box-Jenkins AR
model is carried out. The time series consists of monthly accumulated rainfall
precipitation (in millimeters) observed at the city of Fortaleza, the capital of
the brazilian state of Ceará. It was provided by the Ceará State Institute of
Meteorology and Water Resources (FUNCEME, acronym in portuguese). The
data were collected from January of 1974 to December of 2007, resulting in 408
observations (Figure 3).

For training the neural models the time series is rescaled to the range [−1, 1].
The series is neither detrended nor deseasonalized. The rescaled time series is
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further split into two sets for the purpose of performing holdout validation, so
that the first 396 samples were used for training and the remaining 12 samples
(one-year-ahead prediction) for testing.

For the AR model, the time series is firstly transformed by the Box-Cox
method to reduce data variation and to make it more gaussian-like distributed:

Z+
t =

{
(Zλ

t − 1)/λ, if λ %= 0
log Zt, if λ = 0 (8)

where Zt is the original observation, Z+
t is the transformed observation and λ

is the transformation exponent. Using Hinkley’s method [14] we estimated an
optimal value of λ = 0.25. Secondly, the following variance-stabilizing transfor-
mation is applied to the time series {Z+

t } to deseasonalize it:

Z++
t =

Z+
t(r,m) − µm

σm
, (9)

where m is the month index (m = 1, . . . , 12), r is the year index (r = 1, . . . , 34),
µm and σm are, respectively, the mean and standard deviation of the rainfall
precipitation computed for the m-th month over all years, and Z+

t(r,m) is the
observation corresponding to the m-th month of the r-th year. Finally, an AR(1)
is fitted to the time series {Z++

t }, whose order was found via the AIC method.
All the ANN models have two hidden layers (with 10 and 5 neurons, respec-

tively) and one output neuron. All neurons use hyperbolic tangent activation
functions. The number of neurons in each hidden layer was determined after
some experimentation with the data. The standard backpropagation algorithm
is used to train the networks as one-step-ahead predictors. For the Elman net-
work, only the outputs of the neurons in the first hidden layer are fed back to
the input layer. The learning rate was set to 0.01 for the Elman and NARX
networks and 0.05 for the FTDNN network.

The embedding dimension (dE) is estimated by Cao’s method [15], which is a
variant of the well-known false nearest neighbors method. The curve generated
by Cao’s method is shown in Figure 4(a). The values to be chosen are the
maxima around the “knee” of the curve (i.e. dE = {6, 9, 11}). The embedding
delay is estimated as τ = 4, obtained from the mutual information method
proposed by [16]. This method states that the first minimum in the mutual
information curve (see Figure 4(b)) is to be taken as a good estimate for τ .

Once a given network has been trained, it is required to provide estimates of
the future sample values of a given time series for a certain prediction horizon
h. The predictions are executed in a recursive fashion until desired prediction
horizon is reached, i.e., during h time steps the predicted values are fed back to
the model’s inputs.

For the sake of statistical accuracy, each training/testing run for a given
model is repeated N = 100 times. For each run, the weights and biases are
randomly initialized within the range [−0.5, +0.5]. Quantitatively, for the l-th
training/testing run, the models are evaluated in terms of the Normalized Mean
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Fig. 4: (a) Cao’s method curve for embedding dimension estimation, (b) Mutual
information curve for embedding delay estimation).

Squared Errors (NMSE) obtained after h time steps:

NMSE(h, l) =
1

h · σ2
x

h∑

k=1

(
x(n + k) − x̂(l)(n + k)

)2
, (10)

where x(n + k) is the observed value of the time series at time step n + k,
x̂(l)(n + k) is the predicted value at time step n + k for the l-th training/testing
run, and σ̂2

x is the sample variance of the observed time series.
All tables in the paper report values of the median of NMSE values obtained

throughout all the training/testinhg runs for a given prediction horizon h, i.e.

median[NMSE(h, 1), NMSE(h, 2), . . . , NMSE(h, N)]. (11)

The use of the median instead of the mean value of NMSE(h, l), for a given h,
is preferred since it is more robust to outliers [17].

Since the Cao’s method indicated 3 possible values for dE , we decided to
test all the combinations within the ranges dE ∈ [5..14] and τ ∈ [2..9] and
choose the pair (dE , τ) that gives the lowest NMSE value. The 12-step-ahead
prediction results of a FTDNN network trained for 1500 epochs and validated
by the holdout method are shown in Table 1. The best pair found is (dE , τ) =
(11, 4), thus confirming the values suggested in Figure 4. Adopting the same
methodology, we have obtained (dE , τ) = (13, 4) for the Elman network and
(dE , τ) = (14, 4) for the NARX network. In what concern the NARX network,
we have used dy = 5, a value that turned out to be suitable for the current data.

Having selected and trained all models, the next test aims at evaluating
their long-term predictive performance. Box-plots1 for NMSE(h, l) samples
(one sample of size 100 for each predictive model), obtained for h = 12 and
l = 1, . . . , 100, are shown in Figure 5. The AR model presents no variation of

1A boxplot is a graphical way of depicting numerical data through five quantities: the
smallest observation, lower quartile, median, upper quartile, and largest observation.
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Table 1: NMSE as a function of (dE , τ) (h = 12, number of epochs=1500).
τ=2 τ=3 τ=4 τ=5 τ=6 τ=7 τ=8 τ=9

dE =5 0.1630 0.3423 0.1838 0.2270 0.8843 0.3358 0.3987 0.1233
dE =6 0.1521 0.3762 0.2085 0.4910 0.9207 0.3853 0.2432 0.1342
dE =7 0.2151 0.2887 0.1951 0.4507 0.6039 0.3029 0.0771 0.1182
dE =8 0.3323 0.3134 0.1967 0.4021 0.3339 0.1775 0.1259 0.1438
dE =9 0.3376 0.2973 0.3450 0.2833 0.3255 0.1773 0.1418 0.1505
dE =10 0.2555 0.3143 0.0750 0.2264 0.3062 0.1805 0.0917 0.2292
dE =11 0.2565 0.3662 0.0615 0.1667 0.3575 0.2059 0.2917 0.2653
dE =12 0.2235 0.2037 0.0751 0.1807 0.3660 0.3380 0.2379 0.2358
dE =13 0.2649 0.1083 0.1085 0.2165 0.3644 0.3928 0.2908 0.2307
dE =14 0.3233 0.1408 0.0876 0.1662 0.4230 0.3527 0.2077 0.1928
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Fig. 5: NMSE values provided by the several evaluated models (h = 12).

the results since its parameters are computed through the (batch) least-squares
method.

This figure reveals that the NARX network has the best performance, fol-
lowed closely by the FTDNN model. An interesting issue to highlight is the
poor performance of the Elman network (worst performance among the neural
models). One possible explanation for this poor performance is that the type of
feedback path used by the Elman network amplifies the accumulated prediction
error (noise) much more than the one used by the NARX network. The presence
of a direct feedback path from the output gives additional predictive power to
the NARX network, while the absence of it in the FTDNN network puts it in
an intermediate situation in terms of performance.

Finally, Figure 6 shows the 12-month-ahead prediction results for the NARX
network corresponding to the year 2007. The solid line indicates the actually
observed values of rainfall precipitation, the vertical rectangles denote the values
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Fig. 6: Predicted values for the NARX network (h = 12) averaged over 100 runs.

of the historical mean of the corresponding month computed from 1974 to 2007,
and the dotted line shows the predicted values averaged over 100 runs. The
results are considered very good by the meteorologists in FUNCEME, being
comparable to the results provided by the complex phenomenological (numerical)
model of the climate dynamics they really use to deliver rainfall predictions to
the society. The main advantage of the ANN (empirical) approach is its velocity
in providing the estimates (few minutes, including training and testing), while
the numerical model takes several hours.

4 Conclusions and Further Work

In this paper, we evaluate the predictive ability of the NARX network in provid-
ing multistep-ahead estimates of rainfall precipitation in the city of Fortaleza,
located at Brazil’s northeast coast. A performance comparison was carried out
among several models (AR(1), FTDNN, Elman and NARX), with the best per-
formance being provided by the NARX model. Currently, we are extending
the approach to the prediction of rainfall precipitation in other locations within
the state of Ceará. An in-depth performance comparison between the NARX
network and the numerical model used by FUNCEME for climate prediction is
being also carried out.
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Abstract. Nearest neighbor is pattern matching method for time series prediction 
in which most recent values of the time series are compared with previous 
available values and forecasting is achieved by finding the best match pattern 
(nearest neighbor). Usually Euclidean distance is used to check the similarity of 
pattern. In this paper two hybrid criteria of pattern matching are being proposed 
and evaluated for multistep-ahead time series prediction. The first selection 
criterion is hybrid of “Maximum distance and Cross-Correlation” and second is 
hybrid of ‘Manhattan distance and Cross-correlation”. Better forecasting has been 
achieved using these algorithms. 

1 Introduction 

Time series prediction plays an important role in management of many systems. A 
huge pyramid of prediction methods are available based upon simple regression to 
very complex machine learning methods. Each method has pros and cons. 
 Nearest neighbor method is a pattern matching method in which the most recent 
pattern of the time series (reference pattern) is matched with all the available past 
patterns (candidate patterns). The prediction is carried out by the next value of the 
best matched pattern.  
 Nearest neighbor method was initially proposed by Cover and Hart [1]. In 
different forms it has been used for classification and prediction problems. 
Modifications in the nearest neighbor method were carried out time to time. Time 
series prediction using delay coordinate embedding was proposed in [2]; the mixture 
of direct and iterated method for prediction using four nearest neighbors with 
interpolation was carried out and method was applied for  Santa Fe time series 
prediction competition in 1992. The nearest neighbor method with upsampling and 
cross-correlation was carried out [3].  The comparison of nearest neighbor method 
with other method for prediction of foreign exchange shows that results are data 
dependent [4]. Simultaneous nearest neighbor method performed marginally better 
than ARIMA and random walk methods as reported in [5]. The prediction of chaotic 
behavior of market response is carried out using multivariate nearest neighbor method 
for precise prediction [6]. Divide and conquer approach to develop pair-wise class 
nearest neighbor method was proposed in [7]. Locally adaptive metric nearest-
neighbor classification method was also proposed in [8]; they have used updating of 
weighted distance for getting optimal nearest neighbors. It was proposed that 
advanced data structures significantly reduce the execution time of nearest neighbor 
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regression [9]. Subset features space was used by to improve nearest neighbor 
classification [10]. Subspace of candidate was used by [11] for fast search of nearest 
neighbors. Discriminate adaptive nearest neighbor classification was suggested by 
[12]. They used local linear discriminant analysis to estimate an effective metric for 
computing neighborhoods. The nearest neighbor method in economics is also used 
recently [13]. The hybrid of Euclidean distance and normalized cross-correlation 
method [14] is proposed by us; which provided better forecasting than classical 
nearest neighbor method. 
 
 In this paper the hybrid criterion of maximum distance with normalized cross-
correlation and Manhattan distance with normalized cross-correlation is being 
proposed.  

2 Proposed algorithm for time series prediction 

In nearest neighbor method last few values of the available time series are taken 
which are considered as referenced pattern. The number of values of the time series 
used for matching are called window size (‘w’). The reference pattern is compared 
with all available patterns (candidate patterns) of same length. The forecasting is 
achieved as the next value of best matched pattern. The schematic of nearest neighbor 
algorithm is illustrated as Fig 1.  

 
Fig 1: Schematic For Nearest Neighbor Search 

The main steps are (a) window size selection (b) pattern matching (3) prediction 
procedure. Following is the detail of these steps. 
 

2.1 Search for optimal window size 

For nearest neighbor algorithm the first maximum after lag=0 of Auto-Correlation 
Function (ACF) plot gives the useful window size [3], [15]. The window sizes (‘w’) 
of six series studied in this paper are approximated by ACF plot and shown in Table 
1. The description of time series and their sources are presented in section 3. 
 
 
 
 
 
 

98



Table 1: Window Size for Time Series 

Series Window Size 
Sunspot 10 

IOWA Electricity Series 12 

River Series 12 

ESTSP08 First Series 12 

ESTSP08 Second Series 7 

ESTSP08 Third Series 24 
 
The ACF plot for ESTSP Competition Series (2nd) is shown in Fig 2. 

 
Fig 2: ACF plot of ESTSP08 Competition Series (2nd) 

 

2.2 Usual Pattern Matching Criterion 

 
Usually in nearest neighbor algorithm the best match pattern is selected which has the 
least Euclidean distance from the reference pattern. The Euclidean distance ‘Ed’ 
between two vectors ‘X’ and ‘Y’ is given by Error! Reference source not found.. 
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2.3 Proposed Matching Criterion 

Euclidean distance based search in the standard nearest neighbor gives similarity in 
terms of the distance between the two patterns without considering the shape of two 
patterns. Two other distances i.e. Maximum distance and Manhattan distance are also 
used for pattern matching. The maximum and Manhattan distance between two vector 
X and Y are given by 
 max max ( ) ( )r X i Y i# $   

 ( ) ( )man
i

r X i Y i# $%   

 The distances are amplitude dependent for example if Sin(x) and 5Sin(x) is 
considered they will give high value of distance between them. We can also use zero 
order cross correlation to find the best nearest neighbor in terms of shape. Zero order 
cross correlation of two vectors can be described as follows, If ‘ X’ and ‘Y’ are two 
vectors, the normalized cross-correlation normXcorr with delay ‘TD’ is defined as  
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 For zeroth order cross-correlation 0TD # . The normalized cross-correlation is 
amplitude independent. It will give value ‘1’ (perfect match) for Sin(x) and 5Sin(x). 
  
  
 
 An example of calculation is being presented to highlight the effect of these 
distances and cross correlation. Let us consider the following set of patterns sampled 
with time step 0.1. 

 

sin
2.5sin
cos( 0.3) [0,2.5 ]
2sin( 0.4)
0.3cos

x t
y t
z t t
v t
p t

'

#
#
# ( )
# (
#

  

 Let ‘x’ is our reference pattern and other four are candidate patterns. 
Normalized zero order cross-correlation, Maximum and Manhattan distances of the 
reference pattern to the candidate patterns are given in Table 2. Maximum value of 
cross-correlation is considered as the measure of closest pattern and minimum value 
of distance is considered as the criterion for the closest pattern. If we consider only 
cross-correlation as selection criterion then the closest match of pattern ‘x’ is ‘y’ and 
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if we consider the maximum or Manhattan distance only, the closed pattern of ‘x’ is 
‘p’. But Error column shows that closest pattern is ‘v’. 
 Cross-correlation based search can give the best nearest neighbor having similar 
shape but it is possible that the amplitudes of the two patterns may differ a lot. we 
have proposed hybrid selection criteria using normalized cross correlation and 
maximum distance and cross correlation with Manhattan distance. The normalized 
cross-correlation is invariant to the amplitude of the patterns but depends on the shape 
of the two patterns. Combining the two selection criteria can give us better pattern 
selection considering both shape and amplitude. 
 

Table 2: Distance and Cross-Correlation of Sin(t) with other series 

Candidate 
Series 

Series 
Name 

Normalized 
Cross-

correlation 

Manhattan 
Distance 

Maximum 
Distance 

Error with 
Actual 
Value 

2.5 Sin(t) y 1.000 74.9352 1.4999 1.492 

Cos(t+0.3) z -0.179 74.5138 1.6096 1.384 

2Sin(t+0.4) v 0.928 62.4379 1.1470 0.672 

0.3 Cos(t) p 0.126 49.7579 1.0440 1.025 
 
Following is the algorithm of the hybrid selection criteria, 
 
Step 1: Take the zeroth order normalized cross-correlation of the reference pattern 
with the candidate patterns and arrange them in descending order according to their 
cross-correlation values.  
 
Step 2: Pick only those candidate vectors whose cross-correlation value with the 
reference pattern is greater than * . We have tried different value of *  and found that 
it can be taken as 0.8. If no such candidate vector exists then only 
maximum/Manhattan distance will be use for pattern matching.  
 
Step 3: Calculate the maximum/Manhattan distance of all the patterns selected in step 
2 with the reference vector and consider the best nearest neighbor having minimum 
maximum/Manhattan distance with the reference pattern.   
 
 Considering the above example, we will select vectors ‘y’ and ‘v’ only based on 
their cross correlation values with the reference pattern (Step 2). Considering the 
maximum or Manhattan distances of ‘y’ and ‘v’ from reference pattern ‘x’, pattern ‘v’ 
will be selected as the nearest neighbor. From the Table 2, it can be seen that 
minimum error in the forecasting of ‘x’ is achieved by using the pattern ‘v’.  
 In long-term forecasting, forecasted values are iterated to get multi-step ahead 
prediction. Hence any forecasting error occurred at a certain time will be propagated 
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and increased in the later forecasting values. This makes the accuracy of the forecast 
value and the comparison strategies to find the nearest neighbor a critical issue for 
long range forecasting. 

2.3.1 Avoidance of Biasing 

Let for some ‘ith’ step ahead, the query vector is + ,1 1. . .i i i wx x x( ( $  and 
the selected vector from the database is the ‘rth’ vector 
=+ ,1 1. . .r r r wx x x( ( $ . For ‘(i+1)th’ step, the query vector will become 

+ ,1 2 . . .i i r wx x x( ( ( . The ‘(r+1)th’ vector in the database is 

+ ,1 2 . . .r r r wx x x( ( ( . As the last value of both the query vector and ‘(r+1)th’ 
vector are exactly same so the search in ‘(i+1)th’ step will be biased towards this 
‘(r+1)th’ vector in the database. To remove this biasing effect, it is proposed that the 
last value of the query vector will not participate in calculating the maximum or 
Manhattan distance. 

2.3.2 Prediction on the base of best match pattern 

The best match pattern is one which has the maximum correlation value, after finding 
it the prediction of one value is achieved as the next value in the time series of the 
best matched pattern. 
 For the multistep-ahead prediction, the reference vector is updated by dropping 
the oldest value in it and padding the forecasted value at the end so that the length of 
the reference pattern remains intact. The new reference vector is again matched with 
candidate patterns and this process is iterated for required prediction steps. 

3 Results and Discussion 

To evaluate the proposed algorithm, three time series from the forecasting literature 
are studied. First series is famous Wolfer Sunspot number time series which is chaotic 
and a benchmark for time series prediction. 200 values were used to forecast next 50 
values. The second series is monthly electricity consumption in IOWA city US. 70 
data values were used to forecast next 30 values. The third series is river flow at fair 
oaks, California for the period October 1906 to September 1960.  First 540 values 
were taken to forecast next 60 values. These series are taken from time series data 
library  by R. J. Hyndman (web:http://wwwpersonal.buseco.monash.edu.au/ 
hyndman/tsdl/) . 
 In Table 3 the comparison of forecasting error by using standard Euclidean 
distance based nearest neighbors (SNN) algorithm and proposed hybrid algorithms 
are presented. In case of sunspot series the normalized mean squared error (NMSE) 
was reduced from 2.581 to 0.8143 in case of hybrid of maximum distance. The hybrid 
of Manhattan distance did not improved results in this case. For electricity 
consumption time series the NSME with classical nearest neighbor method was 
0.4915 which reduced to 0.2641 in case of Manhattan and further decreased to 0.1943 
in case of maximum distance. In case of River flow series the NMSE reduced from 
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0.9563 to 0.9158 in case of hybrid of maximum distance. Manhattan distance in this 
case degrades the results. 
 Both of the proposed algorithms also used to forecast ESTSP’08 Competition 
time series. For dataset 1 only third column is used and exogenous inputs are ignored. 
Dataset 3 is very long; its subset is taken using visual guess. Three subsection of 
dataset 3 are taken for nearest neighbor search i.e. (13001:14500), (21501:23500), 
(30001:31614). 
 

Table 3: Forecasting Results using Proposed Algorithm 

Sr. 
No 

Time 
Series 

NMSE 

SNN Max Distance + 
Xcorr Manhatt+Xcorr 

1 Sunspot 2.581 0.8143 2.5811 

2 IOWA 
Elec 0.4915 0.1943 0.2641 

3 River 0.9563 0.9158 1.4828 
 
In case of hybrid algorithm of Euclidean distance and cross-correlation [14] the 
NMSE for Sunspot time series was 0.747, for IOWA elec. time series was 0.4930 and 
for River series it was 0.8956. So for different time series different algorithm 
performed well and there is not general conclusion.  
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Using classical NN for Sunspot Series 

 
Using proposed algorithm for Sunspot series 

 
Using classical NN for IOWA Electric 

Series 

 
Using proposed algorithm for IOWA 

Electric Series 
Fig 3: Comparison of classical nearest neighbor method and proposed algorithm 
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(a) 

 
(b) 

 
(c) 

Fig 4: Forecasting Plots of ESTSP'08 Competition (a) Dataset 1 (b) Dataset 2 (c) 
Dataset 3 

It has been found that hybrid criterion of nearest neighbor selection based on 
maximum distance and cross-correlation performed better than that of Manhattan 
distance (Table 3, in table 3 Xcorr is abbreviation of cross-correlation). In future 
hybrid of other distances with cross-correlation can be studied. 

4 Conclusion 

The hybrid criteria based on Maximum/Manhattan distances and zeroth order 
normalized cross-correlation are proposed. It is found that forecasting results for 
Sunspot series, IOWA electricity consumption series and River Flow series has been 
improved especially when maximum distance and cross-correlation is used. The 
forecasting results for ESTSP’08 competition series have been submitted. 
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Abstract. Voice over IP (VoIP) applications requires a buffer at the
receiver to minimize the packet loss due to late arrival. Several algorithms
are available in the literature whose goal is to predict an optimal playout
buffer delay. Classic algorithms differentiate themselves from the novel
ones basically due to the lack of learning mechanisms. This paper pro-
poses two new formulations of learning algorithms, the first one is based
on the linear autoregressive model, while the second one is based on the
MLP network. The obtained results indicate that the proposed algorithms
present better overall performance than the classic ones.

1 Introduction

Voice over IP (VoIP) technology is becoming an important paradigm in today’s
portfolio of multimedia applications over the internet [1]. This is happening in
such a very fast pace that it has drawn wide interest among both research and
commercial communities alike. However, the Internet was not originally designed
to replace the circuit switched networks that traditionally carry voice traffic over
the public switched telephone network. To move through the Internet, user’s
continuous speech must be converted to IP packets. As a consequence, the
statistical nature of data traffic and the dynamic routing techniques employed in
packet-switched networks results in a varying network delay (jitter) experienced
by IP packets, which can considerably degrade the quality of the service.

Technically speaking, jitter is the measure of the variability over time of the
latency across a network. A widely used solution to alleviate the effects of jitter
is to buffer the received audio packets before playing them out in the correct
temporal order they were generated [2]. The playout of received audio packets
from this buffer is postponed by a certain amount of time, to allow subsequent
longer delayed packets to arrive at the receiver ahead of their scheduled playout
times. The packets that still do not arrive within their delayed playout schedules
are considered lost and are discarded.

The playout delay (or, more accurately, end-to-end application-to-application
delay) is defined to be the difference between the playout time at the receiver
and the generation time at the sender. If the playout delay in jitter buffer is
increased then less packet are lost due to late arrival, but more delay is added to
the voice call. A reduction in the playout delay turns out in less delay but more
packet loss. The playout delay of the voice packets needs to be continuously

∗The authors thanks CAPES for the financial support.

107



adapted in order to maintain an acceptable compromise between late packet
loss and tolerable additional delay over the entire duration of the voice call.

The most commonly implemented solution for playout delay adaptation is
suited for use in silence suppressed speech transmission scenarios, where the
playout delay is set for individual talkspurts. Using an estimate of the network
delay of upcoming voice packets, the playout delay is varied only at the beginning
of a new talkspurt resulting in either compression or expansion of silent periods
while the temporal structure of packets within a talkspurt is maintained intact.

Standard algorithms for playout delay prediction are based on simple descrip-
tive statistics of the studied phenomenon, such as mean and standard deviation
of the end-to-end delay during previous talkspurts. In this paper, we propose
a novel formulation for the prediction of the playout delay for individual talk-
spurts and evaluate it using two time series models. The first one is based on
the linear autoregressive (AR) model, while the second one is a nonlinear AR
model implemented via an MLP network. The performances of the proposed
models are compared with standard playout delay prediction algorithms.

Adapted from [3], the following notation will be used throughout this paper
to describe the packet-audio stream. Figure 1 helps understanding the timing
information of audio packets in a talkspurt.

• M : number of talkspurts in a given trace1.
• tik: sender timestamp of the i-th packet in the k-th talkspurt.
• ai

k: receiver timestamp of the i-th packet in the k-th talkspurt.
• nk: number of packets in the k-th talkspurt. Here, we only consider those
packets actually received at the receiver.
• d̂i

k: delay between the generation of the i-th packet of the k-th talkspurt at
the sender and its reception at the receiver, namely d̂i

k = ai
k − tik.

• d̂: smallest network delay in a trace, i.e. d̂ = min1≤k≤M,1≤i≤nk(d̂i
k).

• di
k: normalized delay of the i-th packet of the k-th talkspurt, i.e. di

k = d̂i
k − d̂.

This normalization is required to compensate for the asynchrony between the
sender and receiver clocks.
• d(i)

k : i-th smallest normalized delay in the k-th talkspurt.
• vi

k: delay variation from the 1st to the i-th packet of the k-th talkspurt.
• êk: estimated excess delay for the k-th talkspurt. It is the amount of delay
imposed by the buffer to the k-th talkspurt.
• p̂k: predicted playout delay for the k-th talkspurt. It is the total elapsed time
between the emission of the k-th talkspurt and its execution at the receiver.
• pi

k: time when the receiver plays out the i-th of the k-th talkspurt.
• alp: average lost packet rate in a trace.

The remainder of the paper is organized as follows. From Section 2 to 4
we present three classic algorithms for the prediction of the playout delay. In
Section 5 we introduce the proposed approach based on AR time series models.

1Roughly speaking, a trace is a time series containing the actual network delays experienced
by each packet.
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Fig. 1: Timings associated with the i-th packet in the k-th talkspurt.

The results of the performance evaluation of the classic and proposed algorithms
is carried out in Section 6. The paper is concluded in Section 7.

2 Algorithm 1: Optimal Algorithm for a Single Talkspurt

This algorithm is actually a non-causal method to compute the optimal playout
delay. It is non-causal because the playout delay is computed after the arrival
of all packets of the k-th talkspurt. Thus, it is useful only as a reference for
comparing the performances of other prediction algorithms.

Algorithm 1 allows the user to assess a posteriori which would have been the
playout delay to be applied to the k-th talkspurt in order to ensure the loss of
nk − i packets. So, the optimal playout delay is computed as

p̂k = d̂(i)
k , where i = nk(1 − alp). (1)

Once the value of p̂k is computed, it is used to estimate the value of êk as
follows

êk = p̂k − df
k , (2)

where df
k is the network delay of the 1st packet of the k-th talkspurt to arrive at

the receiver. Then, the êk is used as the excess delay for the (k+1)-th talkspurt.

3 Algorithm 2: Temporal Smoothing of Network Delays

This algorithm, proposed by [4], predicts the playout delay of the k-th talkspurt
(i.e. p̂k) through the linear combination of the estimated values of the net-
work delays of all packets in a trace and their corresponding estimated standard
deviations. First, the network delays are estimated by the following recursive
equations:

d̂i
k = αd̂i−1

k + (1 − α)di
k, 2 ≤ i ≤ nk, 1 ≤ k ≤ M, (3)
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and
d̂1

k = αd̂
nk−1
k−1 + (1 − α)d1

k, 1 ≤ k ≤ M, (4)

where d̂i
k is the estimated network delay of the i-th packet of the k-th talkspurt,

d̂nk
k is the estimated delay for the last packet of the k-th talkspurt and α =

0.998002 is a constant weight responsible for the exponentially decaying memory
of the algorithm. Second, the estimated delay variation for the i-th packet of
the k-th talkspurt is computed as

v̂i
k = αv̂i−1

k + (1 − α)|d̂i
k − di

k|, 1 ≤ i ≤ nk, 1 ≤ k ≤ M. (5)

Finally, the predicted playout delay for the k-th talkspurt is given by

p̂k = d̂
nk−1
k−1 + βv̂

nk−1
k−1 , 1 ≤ k ≤ M, (6)

where the constant β is usually set to 4. Eq. (2) is also used to compute the
excess delay êk.

4 Algorithm 3: Histogram-based Method

This algorithm was proposed by [5]. It functions by storing the network delays
of w packets and building a histogram from them (Figure 2). In this paper we
use w = 150. Once defined an acceptable alp (e.g. 0.05) for the problem, p̂k

is computed as the 100(1 − alp)-th percentile2 of the packet delay distribution.
Equation (2) is also used to compute the excess delay êk.

2The percentile of a distribution is a number z such that a percentage p of the population
values are less than or equal to z. For example, the 75th percentile is a value (z) such that
75% of the values of the variable fall below that value.
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5 Prediction via Times Series Models

A common feature of the algorithms to be described in this section is the use
of learning or adaptive strategies for predicting the playout delay. By learning
we roughly mean the ability of an algorithm to change its parameters according
to the network conditions so that a better estimation of the playout delay is
expected to be provided.

5.1 Algorithm 4: Proposed Model 1

It is commonly assumed that the p̂k can be decomposed as

p̂k = Jµ(dk) + Lσ(dk), (7)

where J and L are, respectively, the weights associated with the mean (µ(dk))
and standard deviation (σ(dk)) of the network delays for the k-th talkspurt. The
values of µ(dk) and σ(dk) are computed over fixed-length blocks of packets.

Let us further assume that the dynamics of p̂k can be modeled by a linear
autoregressive (AR) model of order n. Thus, we have

p̂k = θ1p̂k−1 + θ2p̂k−2 + · · · + θnp̂k−n, (8)

where n denotes the length of the sliding window that includes the n most recent
talkspurts previous to the current one.

If we substitute the definition in Equation (7) into Equation (8) we can write

p̂k = θ1J1µ(dk−1) + θ1L1σ(dk−1) + θ2J2µ(dk−2) + θ2L2σ(dk−2) + · · ·
+ θnJnµ(dk−n) + θnLnσ(dk−n). (9)

Since θiJi and θiLi, 1 ≤ i ≤ n, are also constants, we can rewrite Equation (9)
as

p̂k = θµ
1 µ(dk−1)+θσ

1 σ(dk−1)+θµ
2 µ(dk−2)+θσ

2 σ(dk−2)+· · ·+θµ
nµ(dk−n)+θσ

nσ(dk−n).
(10)

We use the standard least-squares (LS) method for estimating the parameters
of the model in Eq. (10). For this, considering a trace with M talkspurts and a
sliding window of length n, we can write down Eq. (10) in the matrix form as
follows

p = Xθ, (11)

where

X =





µ(dn) σ(dn) · · · µ(d1) σ(d1)
µ(dn+1) σ(dn+1) · · · µ(d2) σ(d2)

...
...

...
...

...
µ(dM−2) σ(dM−2) · · · µ(dM−n−1) σ(dM−n−1)
µ(dM−1) σ(dM−1) · · · µ(dM−n) σ(dM−n)




, (12)
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and

θ = [θµ
1 θσ

1 · · · θµ
n θσ

n]T and p = [pn+1 pn+2 · · · pM−1 pM ]T , (13)

where the superscript T denotes the transpose vector. The LS estimate of θ is
then given by

θ̂ = [XT X]−1XT p. (14)

For predicting p̂k we insert the estimated parameter vector θ̂ into Eq. (10)
and run this equation. As before, Equation (2) is used to compute the excess
delay êk. In this paper we set n = 2 for this algorithm.

5.2 Algorithm 5: Proposed Model 2

In this algorithm we assume that dynamics of the playout delay is modeled by
a nonlinear AR (NAR) model of order n. Thus, we have

p̂k = F (p̂k−1, p̂k−2, . . . , p̂k−n), (15)

where F : Rn → R is an unknown mapping. In this paper we use the multi-
layer Perceptron (MLP) network to approximate the mapping F (·). Thus, using
the MLP and substituting Eq. (7) into the right-hand side of Eq. (15), it is
straightforward to show that this equation can be re-written as

p̂k = G(µ(dk−1), σ(dk−1), µ(dk−2), σ(dk−2), . . . , µ(dk−n), σ(dk−n)), (16)

where G : R2n → R is also an unknown nonlinear mapping. We approximate the
nonlinear mapping G(·) through an MLP network with 2n +1 inputs (including
bias), one hidden layer with Q neurons, and one output neuron (see Figure 3).
The hidden and output neurons use hyperbolic tangent activation functions.
Weights and biases are randomly initialized in the range [−0.5, 0.5] and adjusted
through the standard gradient descent backpropagation algorithm with learning
rate set to 0.05. For this algorithm, the memory order is set to n = 5. As shown
in Figure 3, the output of the MLP provides an estimate of the playout delay
for the k-th talkspurt, i.e. Omlp(k) = p̂k. As always, Eq. (2) is used to compute
the excess delay êk.

It is clear that compared with Algorithm 4, which is linear, Algorithm 5
is nonlinear. Besides this major difference between them, there are more two
important ones. First, Algorithm 4 is trained in batch mode, while Algorithm
5 is trained in a pattern-by-pattern mode. Second, there is no training phase
for Algorithm 5 in the usual neural network sense. This algorithm is used as an
adaptive filter, i.e. there is no freezing of the weights and biases after a training
period. In other words, once the MLP network is initialized, its output starts to
predict the playout delay and its weights (and biases) are allowed to change in
response to every input vector.

The proposed MLP-based NAR model for predicting the playout delay is
similar to the neural network algorithm proposed in [6], differing from it basically
in the definition of the neural network output. While the former requires only
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Fig. 3: MLP network topology used for predicting the playout delay.

one output since it predicts p̂k directly, the latter requires two outputs, one
for predicting the network delay (µ(dk)) for the k-th talkspurt and other for
predicting its standard deviation (σ(dk)). These outputs are then combined as
in Eq.(7) to predict p̂k.

5.3 Algorithms 6 and 7: Elman and Jordan Recurrent Networks

Algorithms 6 and 7 are similar to Algorithm 5. The main differences among them
are concerned with the input vector that each one processes. More specifically,
for the k-th talkspurt, the input vector of the Algorithm 5 is defined as

x(k) = [x0(k) x1(k) x2(k) · · · x2n−1(k) x2n(k)]T

= [−1 µ(dk−1) σ(dk−1) · · · µ(dk−n) σ(dk−n)]T . (17)

Hence, the corresponding input vectors for the Elman and Jordan recurrent
network are defined, respectively, as follows

xe(k) = [x(k) | y1(k − 1) y2(k − 1) · · · yQ(k − 1)]T (18)
xj(k) = [x(k) | xc(k)]T (19)

where yi(k − 1), i = 1, 2, . . . , Q, are the previous outputs of the hidden neurons
of the Elman network, and xc(k) = γxc(k − 1) + Ojordan(k − 1) is the context
unit of the Jordan network, with 0 < γ < 1 as the memory parameter and
Ojordan(k − 1) as the previous output of the Jordan network. The Elman and
Jordan recurrent networks are implemented with the same topology and training
parameters as the MLP network of Algorithm 5.

6 Simulation Results

The performance evaluation of the seven algorithms previously described is car-
ried out using the same six traces used by [3]. Their summary statistics, shown
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Table 1: Summary statistics of the studied traces.
Trace Network delay (ms)

Min Med Max Std
1 0 210.03 2464 239.96
2 0 505.87 3200 357.27
3 0 181.88 844 75.98
4 0 48.92 1080 65.72
5 0 30.72 360 16.71
6 0 820.02 1540 123.65

in Table 1, indicate the presence of delay spikes in the time series, making the
prediction task very challeging. Two metrics are used to quantify the perfor-
mance of the algorithms, namely: (i) the average percentage of lost packets (alp)
and (ii) the average total end-to-end delay (ted). They are chosen because the
computation of the optimal playout delay is basically a trade-off between them.
A low ted for a voice audio stream is desirable to the end user. However, a lower
ted typically results in more lost packets due to late arrival. A decrease in the
ted, therefore, typically causes an increase in the number of average lost packets.
By the same token, a low alp is desirable to the end user since the conference
quality of service may be affected if the vocoder cannot compensate accordingly.
To obtain a lower alp, however, there is usually an increase in the ted.

In the computation of the alp we considered only the packets lost due to late
arrival. We ignore packets dropped by the network due to congestion at routers
and assumes that they are compensated for by the vocoder at the receiver. As
pointed out previously, the Algorithm 1 is used only as a base line for perfor-
mance comparison since it can not be used in practice (real-time prediction).
The results for this algorithm were obtained for a pre-specified alp of 5% (i.e.
alp=0.05). For all the evaluated neural network models, the number of hidden
neurons is set to Q = 5. No normalization of the input data is carried out, since
it is an on-line application. The memory orders for the Algorithms 4 and 5 are
set to n = 2 and n = 5, respectively. Algorithms 6 and 7 (recurrent netowrks)
use the same memory order of the Algorithm 5 (MLP).

The results for all the algorithms and all the traces are shown in Table 2.
Some interesting conclusions can be drawn from this table. First, the best
performance in average for the six traces is achieved by the Algorithm 4. Second,
despite the fact that the neural network models (Algorithms 5, 6 and 7) did not
achieved very good alp values when compared to the other algorithms, if we
consider the compromise between a low alp and a low ted the neural network
results are very good ones. Finally, considering only the Algorithms 5, 6 and
7, their results are very similar in terms of alp and ted, so there is no special
advantage in using recurrent networks for this problem.

To emphasize the importance of jointly minimizing the alp and the ted, we
build a table with two different performance rankings (see Table 3), averaged
for the six traces. The first ranking considers only the performance evaluation
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Table 2: Results for the six traces in terms of the TED and ALP metrics.
Algorithm Trace 1 Trace 2

ted alp (%) ted alp (%)
1 333.01 5.00 719.30 5.00
2 519.46 2.06 1251.30 1.51
3 406.04 6.61 819.50 13.75
4 328.03 1.81 549.51 6.14
5 362.52 2.64 763.90 13.71
6 362.13 2.74 764.35 13.75
7 363.72 2.60 764.74 13.75

Algorithm Trace 3 Trace 4
ted alp (%) ted alp (%)

1 259.76 5.00 89.60 5.00
2 361.23 1.61 143.22 3.01
3 278.43 8.07 121.87 4.62
4 254.14 2.86 149.43 1.24
5 294.33 4.42 137.00 1.64
6 294.51 4.46 136.60 1.64
7 295.05 4.45 140.23 1.77

Algorithm Trace 5 Trace 6
ted alp (%) ted alp (%)

1 48.63 5.00 881.00 5.00
2 80.17 1.47 1073.10 2.26
3 57.14 3.37 915.78 11.18
4 77.53 0.92 935.83 13.25
5 78.35 0.99 922.58 12.39
6 78.32 0.99 922.75 12.32
7 78.93 0.94 922.86 12.36

in terms of alp values. In this case, the Algorithm 2 is the best one. The
second ranking considers the performance evaluation in terms of both alp and
ted values. In this case, the best performance is achieved by the Algorithm 4,
followed closely by the Algorithms 5, 6 and 7.

The good performance of the Algorithm 4 can be explained by the fact that
it is trained in batch mode, while all the neural network models are trained
as adaptive (online) filters. We also trained the MLP in batch mode, but the
obtained results were inferior to those produced by the online-trained MLP. The
Algorithm 4 can also be trained on-line through the LMS learning rule. We
tested this alternative, but the results were very poor, confirming the results

Table 3: Ranking of the performance of the studied algorithms.
Criterion Performance

alp 4 2 5 6 7 3
alp+ted 4 5 6 7 3 2
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of previous studies (e.g. see [7]). The online training mode seems to work
for the MLP due to the presence of the derivative of the sigmoidal activation
function in the generalized Delta rule used to update the weights. This derivative
makes the adaptive filter less sensitive to sudden changes in the input signals
as commonly occurs in VoIP applications in the form of delay spikes. Finally,
it is worth mentioning a potential drawback of the Algorithm 4. The matrix
inversion required by Eq. (14) can lead to numerical problems. In practice this
can be solved through the use of Tikhonov regularization [8, ch.9]. This approach
requires a regularization parameter which can be determined by cross-validation.

7 Conclusions

We introduced two novel approaches for the prediction of the playout delay for
individual talkspurts. The first one was based on the linear AR model, while the
second one was a nonlinear AR model implemented via an MLP network. The
obtained results indicated that the proposed algorithms present better overall
performance than the classic nonadaptive ones. We are currently trying to im-
prove the performance of the Algorithm 5 (MLP) when trained in batch-mode.
Other learning algorithms, such as Hidden Markov Models [9] and Support-
Vector Machine [10], are also being evaluated.
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Abstract. In time series prediction, modelling neural networks poses multiple 
challenges in specifying suitable input vectors, network architectures, and training 
parameters depending on the underlying structure of the time series data. The data 
properties are often determined by the frequency in which the time series is 
measured, such as low frequency data of yearly, quarterly or monthly observations, 
or high frequency data of weekly, daily, hourly or even shorter time intervals. As 
different time frequencies require distinct modelling heuristics, employing neural 
networks to predict a set of time series of unknown domain, which may exhibit 
different characteristics and time frequencies, remains particularly challenging and 
limits the development of fully automated forecasting methodologies for neural 
networks. We propose a methodology that unifies proven statistical modelling 
approaches based upon filters and best practices from previous forecasting 
competitions into one framework, providing automatic forecasting without manual 
intervention by inferring all information from the data itself to model a diverse set 
of time series of varying time frequency, like the ESTSP’08 dataset.  

1 Introduction 

Artificial neural networks (NN) have found increasing consideration in forecasting 
research and practice, leading to successful applications in time series prediction and 
explanatory forecasting [1]. However, despite their theoretical capabilities of non-
parametric, data driven approximation of any linear or nonlinear function directly 
from the dataset, NN have not been able to confirm their potential in forecasting 
competitions against established statistical methods, such as ARIMA or Exponential 
Smoothing [2]. As NN offer many degrees of freedom in the modelling process, from 
the selection of activation functions, adequate network topologies of input, hidden and 
output nodes, to learning algorithms and parameters and data pre-processing in 
interaction with the data, their valid and reliable use is often considered as much an 
art as science. Previous research indicates that the parsimonious identification of input 
variables to forecast an unknown data generating process without domain knowledge 
poses one of the key problems in model specification of NN [3, 4]. While literature 
provides guidance in selecting the number of hidden layers of a NN using wrapper 
approaches [5, 6], selecting the correct contemporaneous or lagged realisation of the 
dependent variable, and / or multiple explanatory variables, remains a challenge [7].  
 
 The issue of input variable and lag selection becomes particularly important, as 
the input vector needs to capture all characteristics of complex time series, including 
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the components of deterministic or stochastic trends, cycles and seasonality, 
interacting in a linear or nonlinear model with pulses, level shifts, structural breaks 
and different distributions of noise. While some components may be addressed in a 
univariate model using only lagged realisations of the dependent variable, others may 
require the integration of explanatory dummy-variables with adequate time-delays. 
Although a number of methodologies have been developed to support the valid and 
reliable identification of the input vector for NNs, they do not perform well 
consistently [8], there have been no comparative evaluations between them [4] and 
consequently there is currently no consensus on what methodology should be applied 
under which circumstances and time series frequency. Furthermore, it is argued [9, 
10] that these methodologies to specify the input vector do not apply to high 
frequency data of weekly or higher frequency, like those datasets provided for the 
2008 ESTSP competition. In addition to identifying a methodology to specify the 
input vector for a given time series frequency, this raises a more substantial challenge 
associated with the variety of modelling methodologies: the challenge of developing a 
valid and reliable methodology for a set of time series of different frequency, which 
ultimately prohibits the generation of a fully automated NN forecasting system.  
 
 To address this challenge, this paper suggests a methodology founded on 
established best practices from previous time series forecasting competitions for NN 
and proven statistical methods. The resulting approach can be applied automatically, 
without the need of manual intervention from a human expert, producing forecasts for 
sets of time series of unknown domain and different frequencies. Finally, through the 
necessary research that led to the development of this modelling methodology, a set 
of problems associated with modelling NN on high frequency data were encountered 
and explored. These are discussed in contrast to the challenges of modelling on low 
frequency time series, revealing the increasing complexity of high frequency data and 
pointing to potential for future research. The paper is organized as follows. First, we 
briefly introduce NN in the context of time series forecasting. Methodologies for 
selecting the input vector and the number of hidden nodes are also discussed. Section 
3 presents the experimental design and the results obtained. A discussion of the 
problem arising from the transition from low to high frequency time series is done in 
section 4. Finally, we provide conclusions and future work in section 5. 

2 Methods 

2.1 Forecasting with multilayer perceptrons 

Forecasting with NNs provides many degrees of freedom in determining the model 
form and input variables to predict a dependent variable . Due to the large degrees of 
freedom in modelling NN for forecasting, we present a brief introduction to 
specifying feedforward NN for time series modelling; a general discussion is given in 
[11, 12]. Through specification of the input vector of n lagged realisations of only the 
dependent variable y a feedforward NN can be configured for time series forecasting 

as t+1 = f (yt, yt-1, … , yt-n+1), or by including i explanatory variables xi of metric or 
nominal scale for causal forecasting, estimating a functional relationship of the form 
 = f (x1, x2,..., xz). By extending the model form through lagged realisations of the 
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independent variables xi,t-n and dependent variable yt-n more general dynamic 
regression and autoregressive (AR) transfer function models may be estimated. To 
extend the autoregressive model forms of feed-forward architectures to other 
stochastic processes, recurrent architectures incorporate moving average components 
(MA) of past model errors into the model, in analogy to the ARIMA-Methodology of 
Box and Jenkins [13]. Forecasting time series with NN is conventionally based on 
modelling a feed-forward topology in analogy to an non-linear autoregressive AR(p) 
model using a Multilayer Perceptron (MLP) [1, 14]. The architecture of a MLP of 
arbitrary topology is displayed in figure 1.  

 
Fig. 1: Autoregressive MLP for time series forecasting 

 In time series prediction, at a point in time t a one-step ahead forecast t+1 is 
computed using p=n observations yt, yt-1,…, yt-n+1 from n preceding points in time t, t-
1, t-2, …, t-n+1, with n denoting the number of input units of the NN. Data is 
presented to the MLP as an overlapping set of input vectors formed as a sliding 
window over the time series observations. The task of the NN is to model the 
underlying generator of the data during training, so that a valid forecast is made when 
the trained NN is subsequently presented with a new input vector value [15]. The 
network paradigm of MLP offers extensive degrees of freedom in modelling for 
prediction tasks. Structuring the degrees of freedom, each expert must decide upon 
the selection and sampling of datasets, the degrees of data pre-processing, the static 
architectural properties, the signal processing within nodes and the learning algorithm 
in order to achieve the design goal, characterized through the objective function or 
error function. For a detailed discussion of these issues and the ability of NN to 
forecast univariate time series, the reader is referred to [1]. The specification of the 
input vector has been identified as being particularly crucial to achieving valid and 
reliable results followed by the specification of the number of hidden nodes [16, 17]. 
Both will be examined in the next section. 

2.2 Input variable selection for multilayer perceptrons 

The identification of relevant input variables and variable lags aims at capturing the 
relevant components of the data generating process in a parsimonious form. In time 
series modelling, it is closely related to identifying the underlying time series 
components of trend and seasonality and capturing their deterministic behaviour in 
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lags of the dependent variable. A simple visual analysis of the time series components 
frequently fails to reveal the complex interactions of autoregressive and moving 
average components, multiple overlying and interacting seasonality of different cycle 
lengths and nonlinear patterns. Several methodologies have been suggested for input 
variables selection of the significant lags in forecasting, most originating from linear 
statistics and engineering. However, there exists no uniformly accepted approach to 
identify linear or nonlinear input variables [4]. After reviewing the alternative 
methodologies suggested in literature for specifying the input vector of MLPs, the 
most widespread approach was found to be a form of stepwise regression [18-20]. 
The approach employs a conventional stepwise regression to identify the significant 
lags of the dependent variable and uses them as inputs for the MLP, with 
straightforward extensions of this approach for multivariate modelling [19]. 
Conventionally, the parametric approach of linear stepwise regression assumes a 
stationary time series, which must not be satisfied for trended or seasonal time series 
patterns. However, no consensus exists on whether a time series with identified trend 
should be detrended, and whether a seasonal time series should be deseasonalised first 
to enhance the accuracy of NN predictions [3, 21, 22]. Alternatively seasonality or 
trend be incorporated in the NN structure using additional model terms and 
explanatory variables [23-25]. As removing trending and / or seasonality prior to 
identifying significant lags may impact on the structure of the identified input vector, 
we evaluate three candidates of stepwise regression using (a) the original time series, 
(b) the detrended time series, and (c) deseasonalised versions of it. The resulting input 
vectors were different in structure and length, and were used as competing candidates 
to specify the input vector for the original, undifferenced time series.  
 
 A problem largely neglected but directly related to identifying significant lags 
from the time series is setting a maximum number of lags into the past the input 
vector should be explored for significance. The common practice involves the use of 
an arbitrary heuristic, e.g. using lags up to three seasons and hence 36 lags, or through 
an iterative trial and error process during modelling similar to the ARIMA-
methodology. While both approaches may be feasible for low frequency data, they 
fail for high frequency time series where the large sample size for each lag induces 
low significance bounds. As a result most lags in the past become statistically 
significant and should be included in the model, although a particular seasonality may 
be best captured by including only the relevant lag of the true season. As the 
significance of lags further in the past does not fade away as with low frequency data, 
all lags up to an arbitrary maximum would be included, creating very large input 
vectors. Despite its universal relevance for NN, Regression and ARIMA-modelling, 
this issue has not been explored in literature, with the exception of one paper noting 
the issue in the context of forecasting low frequency time series with MLPs [26]. As a 
solution to determine the maximum lag number that is required for high-frequency 
time series, we propose a method based on the Euclidean distance of a seasonal year-
on-year-plot. Assuming no prior seasonal information, the time series of length n is 
split into n / s ‘seasons’ of different length, with s = {2, 3, 4, … , n / 2), and the 
Euclidean distance between all observations across seasonal sub- series is calculated. 
The seasonal length s* that minimises the Euclidean distance indicates the minimum 
possible deviation (in squared error terms) of the seasons in a seasonal plot, thus 
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providing an indication of seasonality and an upper limit of using 3*s as a maximum 
lag length. The global minimum identifies the strongest single seasonality, while local 
minima found in this sense reflect the minimum distances as seasonality increases, 
indicating seasonality or multiples of seasonality. The identified seasonality then 
provides relevant modelling information of single or multiple seasonality to be 
incorporated into the input vector [25], using the Euclidean distance. (For example, 
assuming a daily time series, which exhibits both day of the week and day of the year 
seasonality, the Euclidean distance will reveal both seasonalities, with the weekly 
being 7 observations and the annual being 365 observations.) 
 
 Regarding the selection of the number of hidden layers, theory regarding 
universal approximation [5, 6] suggests that one hidden layer is sufficient to invoke 
the universal approximation properties of the NN. Therefore, the question on 
specifying the network topology may be simplified to specifying the number of 
hidden nodes to include in the single layer. For time series of varying frequency, prior 
research indicates that a different number of hidden nodes maybe required depending 
on the pre-specified input vector of different length [27]. To reflect this, we employ a 
wrapper with a constant grid size to select the correct number of hidden units, which 
reflects the most popular approach to specifying the NN architecture [4].  

3 Experimental design 

3.1 Exploratory data analysis and input vector specification 

The ESTSP 08 competition provided three time series without any information on the 
domain of origin nor on the time series frequency, which are displayed in fig.2. As 
each time series may contain different characteristics, they are explored using the 
Seasonal Euclidian distance and the Augmented Dickey-Fuller (ADF) test for trend. 
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Fig. 2: The three ESTSP’08 time series 
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 The first time series of the competition, plotted in fig. 2a, is comprised of 354 
observations plus two explanatory time series to aid with the modelling of the time 
series. No domain knowledge on the time series is provided. The objective is to 
forecast the next 18 values. Applying the Euclidean distance approach a seasonality of 
12-observations is identified; hence the time series is treated as monthly data 
containing 29.5 years of data. The abundance of data allows the use of three full 
seasons to identify the input vector. The ADF-test indicates the absence of trend, 
leaving only two options to model the input vector regarding pre-processing of the 
time series: both the original time series (1.a) and the time series after taking a 12th 
order difference to remove the seasonality (1.b) is used. Note that the seasonal 
differenced time series is used only for the stationary identification of the input vector 
- the NNs are modelled only on the original time series. 
 
 The second time series of the competition contains 1,300 observations without 
any explanatory time series. The objective is to forecast the next 100 values. Using 
the ADF-test an instationary time series with trend is identified. However, careful 
visual inspection of the time series and the seasonal series plot indicates a structural 
break in the form of a single level shift, visible in fig. 2b, rather than a continuous 
trend. As a consequence no 1st order differencing is required. Using the Euclidean 
distance approach seasonality of 7 and 365 observations are identified and we may 
infer that the time series contains daily observations. The significant lags are 
identified on the original time series (2.a), applying a 7th order differencing (2.b), a 
365th order differencing (2.c) and both differences (2.d) in order to identify possible 
input vectors candidates.  
 
 The third time series of the competition, plotted in fig. 2c, contains 31,614 
observations; the objective is to predict the 200 next values. The ADF-tests identifies 
no significant trend. Using the Euclidian distance approach we identify three 
potentially overlaying seasonalities of 24, 168 and 8,760 observations, indicating an 
hourly time series with hour of the day, day of the week, and day in the year 
seasonality. This provides several alternative input vectors by applying different 
levels of seasonal differencing, including the original series (3.a), the 24th (3.b), the 
168th (3.c), and the 8,760th differenced series (3.d), plus four combinations or the 
differences. All identified candidate input vectors will be constructed and evaluated in 
a set of NN candidates, which are specified in the next section. 

3.2 Artificial Neural Network models 

We construct a set of conventional MLPs using a consistent methodology, where all 
modelling parameters are identical but the choice of the input vector and the number 
of hidden nodes, as specified above. In addition to the lagged inputs of the dependent 
variable and possible explanatory time series identified through the stepwise 
regression analysis, where applicable, a set of additional inputs was as a set of 
candidates for all time series. A single integer variable was used to code a 
deterministic seasonality, in contrast to conventional s-1 binary dummies that 
substantially increase the size of the input vector. This was done in order to capture 
additional aspects of the seasonality in addition to the AR(p) terms modelled through 
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time lagged realisations, as suggested from previous studies [24]. Also, binary 
dummies were introduced to code level shifts for time series 2.  
 
 All MLPs apply a single output node with the identity activation function for a 
on-step-ahead prediction of t+1. Due to the possible interaction of the input vector 
size with the number of hidden nodes in a single hidden layer we evaluate different 
NN models for every input vector candidate using a stepwise grid-search with 2, 4, 6, 
8, 10 and 12 hidden nodes to be considered for model selection. All hidden nodes for 
time series 1 and 2 apply a hyperbolic tangent as the activation function, while time 
series 3 uses the logistic activation function. This choice was made due to problems 
discovered during training of the 3rd time series, most probably due to the length of 
the time series resulting in a large number of training examples and the high degrees 
of freedom of the relevant neural network candidates. Each MLP is trained using 
simple back-propagation with momentum for 1,000 epochs or until an early stopping 
criterion is satisfied. For the early stopping criterion the mean squared error (MSE) is 
evaluated every epoch, and training is halted if no improvement was made for 
hundred epochs. The initial learning rate is set to =0.5, applying a cooling factor  
to reduce the learning rate by 0.01 per epoch; the momentum term is kept constant at 
=0.4. All data is pre-processed using linear scaling into the interval of [-0.6, 0.6] and 
presented to the MLP using random sampling without replacement. Each MLP 
candidate is initialised 40 times with random starting weights in the interval of [-
0.6, 0.6] in order to avoid local minima during the training and to provide an adequate 
error distribution using sufficient results. 

3.3 Model selection 

Given the large number of different alternative candidate models created, applying a 
different number of hidden nodes, input vectors and across the 40 initialisations used 
in training, model selection of the MLP candidate which promises the best out-of-
sample performance on unseen data can be very challenging. The limited prior 
performance of NN, and, in particular, their low consistency and robustness of 
performance across homogeneous datasets in time series prediction [8] can in part be 
contributed to suboptimal model selection using a simple 1-fold cross validation. In 
contrast to selecting the best performing MLP candidate, we consider an ensemble of 
diverse candidates to generate average predictions. In addition to substantial evidence 
in classification that ensembles of simple methods perform well, this has long been 
confirmed for time series prediction, e.g. at the M competition, where a simple 
average of all competing methods performed better than each of the competing 
methods itself[2]. Based on this finding we rank all the MLP candidates for each time 
series, select the 10 best models and average their forecasts for each future horizon. 
These ensemble forecasts circumvent aspects of the challenges in model selection, 
however pose additional problems in evaluating different ensemble schemes. The 
ESTSP’08 competition assesses the accuracy of the models using a normalised mean 
squared error (NMSE) for each time series averaged over all three series. In order to 
align the performance metric for parameterisation and model selection with the final 
metric, a MSE proportional to the final metric was used during model development. 

123



4 Experimental results 

The composite ensemble forecasts for time series 1, 2 and 3 are given in fig. 3.  
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Fig. 3: Forecasts for the ESTSP’08 time series 

 Due to the large number of different MLP candidates evaluated and the space 
constraints it is infeasible to provide a comprehensive overview of the experimental 
results and architectures of the individual candidate models. Therefore we will restrict 
our discussion to some generalised findings: 80% of the top 10 candidate models 
(which were used to create the composite forecasts) uses an integer dummy variable 
to code each deterministic seasonality of different length, implying that this strategy 
aids the model to capture the complex overlying seasonal forms. For the candidate 
approaches for which the input vector was identified both on the original and the 
differenced time series, both model forms were always selected to be within the top 
10 across all time series, implying that these approaches are complementary. An 
unexpected finding was that the univariate models for time series 1 outperformed all 
multivariate models using the two additional explanatory time series. This reduced the 
complexity of creating the final forecasts, as no predictions for the explanatory time 
series were required and no accumulation of the errors due to inaccurate forecasts of 
the explanatory variables could be introduced into the final forecasts of time series 1.  

5 Challenges in modelling high frequency data 

One elementary characteristic of high frequency time series data is the increase in 
length of the time series given a constant time interval, and the resulting increase in 
training vectors. For the frequencies employed in the ESTSP’08 competition the 
hourly time series would be 24 and 720 times longer than the daily and the monthly 
time series, had an identical time period been used. This difference in the sample size 
creates several challenges in the three frequency domains even though an identical 
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same modelling procedure is followed. The most important implications for this set of 
experiment, handling the degrees of freedom, input vector length in model 
identification and computational time, are outlined in Table 1 and discussed below. 

 












     
     
     

Table 1: Average number of inputs and maximum time lag per time series. 

5.1 Degrees of freedom 

This analysis employed several ways to identify the input vector for each time series. 
These derived from different options on performing seasonal differencing in the 
presence of a single or multiple seasonalities, or not. Across all number of input 
vectors determined for each candidate we compute the average number of inputs for 
each time series. The findings listed in table 1 exemplify the magnitude of the 
increase in both the size of the number of inputs used for time series of increasing 
frequency, and of the resulting increase of the degrees of freedom purely from the 
number of input nodes. This illustrates the increased complexity of training a MLP as 
the data frequency increases. Taking into consideration the number of hidden nodes, a 
candidate model developed for the hourly time series would use 2,478 parameters on 
average, in comparison to only 49 for the monthly time series. The implications this 
has for the training are apparent, as well as the difficulty of solving such a complex 
optimisation problem. Further interactions seem to exist also with alternative 
modelling choices: for time series 3 the architectures using a hyperbolic tangent 
activation function in the hidden layer could not be trained using backpropagation, as 
the optimiser could not cope with the degrees of freedom. This suggests the need for 
future research regarding NN topology, not only with regard to predictive accuracy 
but also with regard to robustness and consistency of the architecture. 

5.2 Model identification 

In addition to the increase in input vector size, our experiments identified a positive 
correlation between the frequency of the time series and the size of the search space 
required to find suitable input lags. This is again illustrated in table 1, where the 
maximum lag that was evaluated for each time series is provided. Not only does the 
input vector for time series of higher frequency increase in size, the maximum time 
lag to be considered also moves further into the past. Most methodologies to identify 
the input vector based upon wrappers, grid search, exhaustive random search, genetic 
algorithms and other meta-heuristics based on computational force are bound to 
encounter constraints in providing results in a reasonable time frame.  In contrast, the 
filter approach based upon an iterative stepwise regression equally requires long 
computation times to identify the appropriate lags to use, proportional to the increase 
in the search space. On the other hand, filter approaches utilising the autocorrelation 
and the partial autocorrelation information of the time series are limited in their 
accuracy to provide useful information for model identification due to the increased 
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number of significant lags resulting from a growing sample size and tight confidence 
intervals. Consequently, modelling time series of higher frequencies requires the 
careful consideration of the trade-of between compute power, filter and wrapper 
based approaches.  

5.3 Computational time 

The regression approach employed here appears to be adequate for the time series 
frequencies in question, providing solid identification of the relevant time lags for 
forecasting in an acceptable time. However, computational time varied substantially, 
ranging from virtually instantaneous for the time series 1 and 2 to several hours for 
time series 3. Experiments for the first two time series were computed on a 2.2 GHz 
INTEL dual core processor with 3 GB of RAM, running 2-3 hours. For the third time 
series initial computations identified resource problems. As a consequence the 
experiments were computed on a high performance cluster with two dual core 
processors at 2.4 GHz with 10GB of RAM dedicated for this task, which required 
several days. It appears that experiments on high frequency data require additional 
computational power beyond the scope of normal personal computers, in particular 
for multiple architectures and model ensembles. Alternatively, these may provide the 
requirements for developing alternative training methods to perform well for large 
datasets under the current computational resources constraints.  

6 Conclusions 

This paper proposes an initial methodology for automatic modelling of time series 
with arbitrary time frequencies, seasonalities and trends, using the true ex ante 
predictions of the ESTSP’08 competition. The principle of the model is to compute 
competing candidate models of MLPs with different input vectors utilising varying 
temporal information on trends, stochastic and deterministic seasonality through 
autoregressive (AR) and / or integer dummy variables respectively. In order to omit 
the need of manual intervention we employ a composite ensemble forecast from the 
10 best models on the in sample performance of each time series. Ways to avoid 
arbitrary modelling decisions are described, concerning the selection of the input 
vector, number of hidden layers and the hidden nodes. The proposed methodology, 
which is based on established tools and methods, manages to surpass the problems 
that trouble most neural network methodologies in literature when facing sets of time 
series of varying time granularity and frequency. 
 
 The analysis finishes with identifying some of the main problems encountered 
in the extension of the methodology towards high frequency data. Given the 
computational resources, high frequency data remain to be extremely demanding and 
limit the amount of ad-hoc experimentation. Unique problems arise that are beyond 
the scope of this paper, requiring further research. There is an apparent need to 
explore the possibility of training the MLPs in a way that the sheer amount of data 
will not require unreasonably long time and can cope with the increased degrees of 
freedom of the neural network models.  
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Abstract. Existing approaches to long term time series forecasting are
based either on iterated one-step-ahead predictors or direct predictors. In
both cases the modeling techniques which are used to implement these
predictors are multi-input single-output techniques. This paper discusses
the limits of single-output approaches when the predictor is expected to
return a long series of future values and presents a multi-output approach
to long term prediction. The motivation for this work is the fact that, when
predicting multiple steps ahead of a time series, it could be interesting to
exploit the information that a future series value could have on another
future value. We propose a multi-output extension of our previous work on
Lazy Learning, called LL-MIMO, and we introduce an averaging strategy
of several long term predictors to improve the final accuracy. In order to
show the effectiveness of the method, we present the results obtained on
the three training time series of the ESTSP’08 competition.

1 Introduction

A regular time series is a sequence of measurements ϕt of an observable ϕ at
equal time intervals. Both a deterministic and a stochastic interpretation of
the forecasting problem on the basis of historical dataset exist. The determin-
istic interpretation is supported by the well-known Takens theorem [13] which
implies that for a wide class of deterministic systems, there exists a diffeomor-
phism (one-to-one differential mapping) between a finite window of the time
series {ϕt−1, ϕt−2, . . . , ϕt−m} (lag vector) and the state of the dynamic system
underlying the series. This means that in theory it exists a multi-input single-
output mapping (delay coordinate embedding) f : Rm → R so that:

ϕt+1 = f(ϕt−d, ϕt−d−1, . . . , ϕt−d−m+1) (1)

where m (dimension) is the number of past values taken into consideration and
d is the lag time. This formulation returns a state space description, where in
the m dimensional space the time series evolution is a trajectory, and each point
represents a temporal pattern of length m.

The representation (1) does not take into account any noise component,
since it assumes that a deterministic process f can accurately describe the time
series. Note, however, that this is only a possible way of representing the time
series phenomenon and that alternative representations should not be discarded
a priori. In fact, once we assume that we have not access to an accurate model
of the function f , it is reasonable to extend the deterministic formulation (1) to
a statistical Nonlinear Auto Regressive (NAR) formulation [8]

ϕt+1 = f
(

ϕt−d, ϕt−d−1, . . . , ϕt−d−m+1
)

+ w(t) (2)
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where the missing information is lumped into a noise term w. In the rest of the
paper, we will then refer to the formulation (2) as a general representation of
the time series which includes as particular instance the case (1).

The success of a reconstruction approach starting from a set of observed data
depends on the choice of the hypothesis that approximates f , the choice of the
order m and the lag time d. In this paper we will address only the problem of
the modeling of f , assuming that the values of m and d are available a priori
or selected by conventional model selection techniques. Good references on the
order selection are given in [7, 16].

A model of the mapping (2) can be used for two objectives: one-step pre-
diction and iterated prediction. In the first case, the m previous values of the
series are assumed to be available and the problem is equivalent to a problem
of function estimation. In the case of iterated prediction, the predicted output
is fed back as an input to the following prediction. Hence, the inputs consist of
predicted values as opposed to actual observations of the original time series. A
prediction iterated for H times returns a H-step-ahead forecasting. Examples of
iterated approaches are recurrent neural networks [17] or local learning iterated
techniques [9, 12].

Another way to perform H-step-ahead forecasting is to have a model which
returns a direct forecast at time t + h, h = 1, . . . , H:

ϕt+h = fh(ϕt−d, ϕt−d−1, . . . , ϕt−d−m+1)

Direct methods often require high functional complexity in order to emulate the
system. In some cases the direct prediction method yields better results than the
iterated one [16]. An example of combination of local techniques of integrated
and direct type is provided by Sauer [15].

Iterated and direct techniques for multi-step-ahead prediction share a com-
mon feature: they model from historical data a multi-input single-output map-
ping where the output is the variable ϕt+1 in the iterated case and the variable
ϕt+h in the direct case, respectively. This paper advocates that when a very long
term prediction is at stake and a stochastic setting is assumed, the modeling of a
single-output mapping neglects the existence of stochastic dependencies between
future values, (e.g. ϕt+h and ϕt+h+1) and consequently biases the prediction ac-
curacy. A possible way to remedy to this shortcoming is to move from the
modeling of single-output mapping to the modeling of multi-output dependen-
cies. This requires the adoption of a multi-output technique where the predicted
value is no more a scalar quantity but a vector of future values of the time series.
If there are multiple outputs it is common, apart from some exceptions [11], to
treat the prediction problem as a set of independent problems, one per output.
Unfortunately this is not effective if the output noises are correlated as it is
the case in a time series. The contribution of the paper is to present a simple
extension of the Lazy Learning paradigm to the multi-output setting[5, 2]. Lazy
Learning (LL) is a local modeling technique which is query-based in the sense
that the whole learning procedure (i.e. structural and parametric identification)
is deferred until a prediction is required. In previous works we presented an
original Lazy Learning algorithm [5, 2] that selects automatically on a query-by-
query basis the optimal number of neighbors. Iterated versions of Lazy Learning
were successfully applied to multi-step-ahead time series prediction [4, 6]. This
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paper presents instead a multi-output version of LL for the prediction of multiple
and dependent outputs in the context of long term prediction.

2 Multi-step-ahead and multi-output models

Let us consider a stochastic time-series of dimension m described by the stochas-
tic dependency

ϕt+1 = f
(

ϕt−d, ϕt−d−1, . . . , ϕt−d−m+1
)

+ w(t) = f(X) + w(t) (3)

where w is a zero-mean noise term and X denotes the lag vector

X = {ϕt−d, ϕt−d−1, . . . , ϕt−d−m+1}

Suppose we have measured the series up to time t and that we intend to forecast
the next H , H ≥ 1, values. The problem of predicting the next H values boils
down to the estimation of the distribution of the H dimensional random vector

Y = {ϕt+1, . . . , ϕt+H}

conditional on the value of X . In other terms, the stochastic dependency (2)
between a future value ϕt of the time series and the past observed values X
induces the existence of a multivariate conditional probability p(Y |X) where
Y ∈ RH and X ∈ Rm. This distribution can be highly complex in the case of a
large dimensionality m of the series and a long term prediction horizon H . An
easy way to visualize and reason about this complex conditional distribution is to
use a probabilistic graphical model approach. Probabilistic graphical models [10]
are graphs in which nodes represent random variables, and the lack of arcs
represent conditional independence assumptions. For instance the probabilistic
dependencies which characterize a multi-step-ahead prediction problem for a
time series of dimension m = 2, lag time d = 0 and horizon H = 3 can be
represented by the graphical model in Figure 1. Note that in this figure, X =
{ϕt, ϕt−1} and Y = {ϕt+1, ϕt+2, ϕt+3}. This graph shows that ϕt−1 has a direct
influence on ϕt+1 but only an indirect influence on ϕt+2. At the same time ϕt+1

and ϕt+3 are not conditionally independent given the vector X = {ϕt, ϕt−1}.
Any forecasting method which aims to perform multi-step ahead prediction

implements (often in an implicit manner) an estimator of the highly multivariate
conditional distribution p(Y |X). The graphical model representation can help
us in visualizing the differences between the two most common multi-step-ahead
approaches, the iterated and the direct one.

The iterated prediction approach replaces the unknown random variables
{ϕt+1, . . . , ϕt+H−1} with their estimations {ϕ̂t+1, . . . , ϕ̂t+H−1}. In graphical
terms this method models an approximation (Figure 2) of the real conditional
distribution where the topology of conditional dependencies is preserved though
non observable variables are replaced by their noisy estimators. The direct pre-
diction approach transforms the problem of modeling the multivariate distribu-
tion p(Y |X) into H distinct and parallel problems where the target conditional
distribution is p(ϕt+h|X), h = 1, . . . , H. The topology of the dependencies of
the original condition distribution is then altered as shown in Figure 3. Note
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Fig. 1: Graphical modeling representation of the conditional distribution p(Y |X)
for H = 3, m = 2, d = 0

t+3
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ϕ ϕ

ϕ

t−1 t

t+1 t+2

Fig. 2: Graphical modeling representation of the distribution modeled by the
iterated approach in the H = 3, m = 2, d = 0 prediction problem.
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Fig. 3: Graphical modeling representation of the distribution modeled by the
direct approach in the H = 3, m = 2, d = 0 prediction problem.

that in graphical model terminology this is equivalent to make a conditional
independence assumption

p(Y |X) = p({ϕt+1, . . . , ϕt+H}|X) =
H
∏

h=1

p(ϕt+h|X)

Such assumption is well known in the machine learning literature since it is ex-
ploited by the Naive Bayes classifier to simplify multivariate classification prob-
lems. Figures 2 and 3 visualize the disadvantages associated to the adoption of
the iterated and the direct method, respectively. Iterated methods may suffer of
low performance in long horizon tasks. This is due to the fact that they are es-
sentially models tuned with a one-step-ahead criterion and therefore they are not
able to take temporal behavior into account. In terms of bias/variance decom-
position we can say that the iterated approach returns a non biased estimator of
the conditional distribution p(Y |X) since it preserves the dependencies between
the components of the vector Y though it suffers of high variance because of the
propagation and amplification of the prediction error.

On the other side, direct methods, by making an assumption of conditional in-
dependence, neglect complex dependency patterns existing between the variables
in Y and consequently return a biased estimator of the multivariate distribution
p(Y |X).

In order to overcome these shortcomings, this paper proposes a multi-input
multi-output approach where the modeling procedure does not target any more
single-output mappings (like ϕt+1 = f(X) + w or ϕt+k = fk(X) + w) but the
multi-output mapping

Y = F (X) + W

where F : Rm → RH and the covariance of the noise vector W is not necessarily
diagonal or symmetrical [11]. The multi-output model is expected to return
a multivariate estimation of the joint distribution p(Y |X) and, by taking into
account the dependencies between the components of Y , to reduce the bias of the
direct estimator. However, it is worth noting that, in case of a large forecasting
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horizons H , the dimensionality of Y is large too, and the multivariate estimation
could be vulnerable to large variance. A possible countermeasure to such a side
effect is the adoption of combination strategies, which are well reputed to reduce
variance in case of low bias estimators. The idea of combining predictors is
well known in the time series literature [15]. What is original here is that a
multi-output approach allows the availability of a large number of estimators
once the prediction horizon H is long. Think for example to the case where
H = 20 and we want to estimate the value ϕt+10. A simple way to make such
estimate more robust and accurate is to compute and combine several long term
estimators which have an horizon larger than 10 (e.g. all the predictors with
horizon between 10 and 20).

For multi-output prediction problems the availability of learning algorithms
is much more reduced than in the single output case [11]. Most of existing ap-
proaches propose what is actually done by the direct approach, that is to decom-
pose the problem into several multi-output single-output problems by making
the assumption of conditional independence. What we propose here is to remove
this assumption by using a multivariate estimation of the conditional distribu-
tion. For this purpose we adopt a nearest neighbor estimation approach where
the problem of adjusting the size of the neighborhood (bandwidth) is solved
by a strategy successfully adopted in our previous work on the Lazy Learning
algorithm [5, 2].

3 A locally constant method for multi-output regression

We discuss here a locally constant multi-output regression method to implement
a multi-step-ahead predictor. The idea is to return, instead of a scalar, a vector
which smoothes the continuation of the trajectories which at time t resemble the
most to the trajectory X . This method is a multi-output extension of the Lazy
Learning algorithm [5, 2] and is referred to as LL-MIMO.

The adoption of a local approach to solve a prediction task requires the def-
inition of a set of model parameters (e.g. the number of neighbors, the kernel
function, the parametric family, the distance metric). In local learning literature
different methods exist to automatically select the adequate configuration [1, 2]
by adopting tools and techniques from the field of linear statistical analysis. One
of these tools is the PRESS statistic which is a simple, well-founded and eco-
nomical way to perform leave-one-out (l-o-o) cross-validation and to assess the
performance in generalization of local linear models. By assessing the perfor-
mance of each local model, alternative configurations can be tested and compared
in order to select the best one in terms of expected prediction. This is known as
the winner-takes-all approach in model selection. An alternative to the winner-
takes-all approach was proposed in [5, 2] and consists in combining several local
models by using the PRESS leave-one-out error to weigh the contribution of
each term. This appears to particularly effective in large variance settings [3] as
it is presumably the case of a stochastic multi-step-ahead task.

LL-MIMO extends the bandwidth combination strategy to the multi-output
case where H denotes both the horizon of the long term prediction and the
number of outputs. What we propose is a combination of local approximators
with different bandwidths where the weighting criterion depends on the multiple

134



step leave-one-out errors eh, h = 1, . . . , H, computed over the horizon H .
In order to apply local learning to time series forecasting, the time series is

embedded into a dataset DN made of N pairs (Xi, Yi), where Xi is a temporal
pattern of length m, and the vector Yi is the consecutive temporal pattern of
length H .

Suppose the series is measured up to time t and assume for simplicity that
the lag d = 0. Let us denote

X̄ = {ϕt, . . . , ϕt−m+1}

the lag embedding vector at time t. Given a metric on the space Rm let us order
increasingly the set of vectors Xi with respect to the distance to X̄ and denote
by [j] the index of the jth closest neighbor of X̄ . For a given number k of
neighbors the H step prediction is a vector whose hth component is the average

Ŷ k
h =

1

k

k
∑

j=1

Y [j]
h

where Y [j] is the output vector of the jth closest neighbor of X̄ in the training
set DN . We can associate to the estimation Ŷ k

h a multi-step leave-one-error

Ek =
1

H

H
∑

h=1

e2
h

where eh is the leave-one-out error of a constant model used to approximate
the output at the h step. In case of constant model the l-o-o term is easy to
derive [3]

eh = k
Y [j]

h − Ŷ k
h

k − 1

Though the optimal number of neighbors k is not known a priori, in [5,
2] we showed that an effective strategy consists in (i) allowing k to vary in a
set k1, . . . , kb and (ii) returning a prediction which is the combination of the
predictions Ŷ ki

h for each bandwidth ki, i = 1, . . . , b. If we adopt as combination
strategy the generalized ensemble method proposed in [14], we obtain that the
outcome of the LL-MIMO algorithm is a vector of size H whose hth term is

ϕ̂t+h = Ŷh =

∑b
i=1 ζi Ŷ ki

h
∑b

i=1 ζi

, h = 1, . . . , H (4)

and the weights are the inverse of the multiple-step l-o-o mean square errors:
ζi =1/Eki.

4 Experiments and final considerations

The LL-MIMO approach has been tested by applying it to the prediction of
the three time series from the ESTSP08 Competition. The first time series
(ESTSP1) has a training set of 354 three-dimensional vectors and the task is to
predict the continuation of the third variable for H = 18 steps. The second time
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series (ESTSP2) has a training set of 1300 values and the task is to predict the
continuation for H = 100 steps. The third time series (ESTSP3) has a training
set of 31614 values and the task is to predict the continuation for H = 200 steps.

The experimental session aims to compare the following set of methods on
a long term prediction task (i) a conventional iterated approach (ii) a direct
approach (iii) a multi-output LL-MIMO approach (iv) a combination of several
LL-MIMO predictors (denoted by LL-MIMO-COMB) (v) a combination of the
LL-MIMO and the iterated approach (denoted by LL-MIMO-IT).

In the strategy LL-MIMO-COMB the prediction at time t + h is

ϕ̂t+h =

∑H
j=h Ŷ

(Hj)
h

H − h + 1
,

where Ŷ
(Hj)
h is the prediction of a multi-output LL-MIMO for an horizon Hj ≥ h.

In the strategy LL-MIMO-IT the prediction

ϕ̂t+h =
Ŷ (H)

h + Ŷ it
h

2

where Ŷ it
h is the prediction returned by an iterated scheme. The rationale behind

this two averaging methods is the reduction of the variance as discussed at the
end of Section 2.

Note that in all the considered techniques the learner is implemented by the
same local learning technique which combines a set of constant models whose
number of neighbors range in the same interval [5, kb] with kb parameter of the
algorithm. In order to perform a correct comparison all the techniques are tested
under the same conditions in terms of test intervals, embedding order m, values
of kb and lag time d. In detail

• the series ESTSP1 is used to assess the five techniques on the last portion
of the training set of size H = 18, for values of m ranging from 5 to 20,
for values of d ranging from 0 to 1 and and for kb ranging from 10 to 25,

• the series ESTSP2 is used to assess the five techniques on the last portion
of the training set of size H = 100, for values of m ranging from 5 to 35,
for values of d ranging from 0 to 1 and for kb ranging from 10 to 25,

• the series ESTSP3 is used to assess the five techniques on the last portion
of the training set of size H = 200 for m ∈ {20, 50, 80, . . . , 200}, for values
of d ranging from 0 to 2 and for kb ranging from 10 to 15.

Table 1 compares the average NMSE (Normalized1 Mean Squared Error)
prediction errors of the five techniques for the three datasets. The bold notation
designs the technique which is significantly better than all the others (with 0.05
significativity level of the permutation test). Table 2 compares the minimum of
the NMSE prediction errors attained by the five techniques over all the different
configurations in terms of dimension m, lag time d and number kb.

The experimental results show that for long term prediction tasks the LL-
MIMO-COMB and LL-MIMO-IT strategies, i.e. the averaging formulations

1The normalization is done with respect to the variance of the entire series
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Table 1: Average NMSE of the predictions for the three time series. The bold
notation stands for significantly better than all the others at 0.05 significativity
level of the paired permutation test.

Test data LL-IT LL-DIR LL-MIMO LL-MIMO-COMB LL-MIMO-IT
ESTSP1 1.016 0.239 0.240 0.219 0.453
ESTSP2 0.426 0.335 0.335 0.326 0.189

ESTSP3 1.63e-2 1.05e-2 1.04e-2 1.02e-2 1.12e-2

Table 2: Minimum NMSE of the predictions for time series.

Test data LL-IT LL-DIR LL-MIMO LL-MIMO-COMB LL-MIMO-IT
ESTSP1 0.228 0.171 0.172 0.1678 0.190
ESTSP2 0.188 0.130 0.125 0.115 0.104
ESTSP3 1.00e-2 0.96e-2 0.95e-2 0.88e-2 0.93e-2

of the LL-MIMO algorithm, can outperform conventional direct and iterated
methods. LL-MIMO alone does not emerge as a competitive algorithm proba-
bly because of the excessive variance induced by the large dimensionality. The
low biased nature of LL-MIMO however makes of this approach a good candi-
date for averaging approaches, as demonstrated by the good performance of LL-
MIMO-COMB and LL-MIMO-IT. On the basis of these experiences we decided
to submit to the Competition the LL-MIMO-IT prediction of the continuation
of ESTP2, and the LL-MIMO-COMB prediction of the continuation of ESTP1
and ESTP3. A plot of the LL-MIMO-COMB prediction on the last portion of
ESTP3 is illustrated in Figure 4.

We hope that the final validation provided by the Competition continuation
series will confirm the importance of multi-output strategies in long term time
series forecasting.
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Revisiting linear and non-linear methodologies
for time series prediction - application to

ESTSP’08 competition data
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Abstract. The goal of this paper is to remind some good sense principles
that should be considered when modelling and forecasting time series. The
use of more and more powerful computers lead to the developement of more
and more prediction methods. Most of them are “black-box” algorithms
that take the time-series in the entry and display a predicted value, without
making any fundamental assumption such as stationarity. We shall use
the data sets proposed for the competition to remind principles such as
parcimony, preprocessing, significance or uncorrelated residuals.

1 Introduction

No doubt that time series prediction is a challenging topic in many fields, whether
we speak of finance, energy consumption, wheather or internet. For most of these
phenomena, there is a time-dependence structure which makes appealing an au-
toregressive approach : one uses the past to explain the present and predict the
future.
Modelling and forecasting a time series supposes, in most of the cases, making
some hypothesis on its behaviour. Since a time series contains noise, the main
hypothesis is to assume that “there is random, but not too much”. We shall
translate this mathematically by “stationarity”, which implies some regularities
of the process and offers the frame for establishing asymptotic properties.
The pioneer autoregressive model (AR hereafter) of Yule [1] supposes that the
dependence on the past is finite and linear and that the noise is Gaussian. Al-
though largely used for quite a long time, this model could not provide a good fit
in all cases. Most of the data exhibit nonlinearities such as volatility clustering,
periodicity, ruptures or asymmetries which are not handled by AR models. A
wide variety of more complex models, designed to overcome these drawbacks,
have been proposed starting with the 80’s. Let us recall some of the most pop-
ular : heteroscedastic conditional volatility models (ARCH [2], GARCH [3]),
threshold or piecewise linear models [4], autoregressive regime switching models
[5] or neural networks such as multilayer perceptron models [6].
Nowadays, more and more complex models became available in the neural net-
works community. In most of the cases, the statistical properties of these models
are not established (most of the time due to their complexity), while modelling
and prediction are performed by a “black-box” algorithm, with no assumption of
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stationarity and no preprocessing. However, stationarity is an important issue
and should be taken care of. On one hand, stationary processes are relatively
easy to predict (the statistical properties will be the same in the future as they
have been in the past) and, on the other hand, they provide meaningfull sample
statistics.
The main goal of this paper is to use the opportunity of a forecasting competition
to revisit the “classics” (AR and seasonal ARIMA models, multilayer percep-
trons, hidden Markov models) and emphasize some points such as preprocessing,
stationarity, parcimony, significant estimates and residuals independence. This
paper doesn’t seek for the best forecast on the three samples. It simply com-
pares simple and complex models and shows that good use of simple models may
provide better results than blind application of complex models.

2 Multivariate versus univariate models for Data1

The first data set contains three variables and 354 observations. The goal is to
predict the next 18 values of the third component. Since the length of the series
is not important, a parcimonious model will be needed. First, let us consider
the autocorrelation function of the three dimensional process plotted in the left
part of Fig 1. The first and the second components behave quite similarly. The
autocorrelation functions are slowly decaying for all components and the process
is subject to seasonality.
After having removed the seasonality in all components, the autocorelation func-
tion of the new process shows that the correlations between the third variable
and the first two are not significant. This remark will be very useful in the
sequel, since it means that a model based on the third variable alone may be
considered, without loosing much information. If the selected model contained
the first or the second variable, forecasting would be a more difficult task with an
important propagation error (besides forecasting the third variable, one should
need to predict the first two also).

The differenced series Yt = ∇12Xt was split into a training sample (318 in-
puts) and a test sample (24 inputs). Before estimation, the training sample was
normalized. On the training sample, several classes of models were tested : an
AR model for the third variable only, an ARX model considering all variables, a
MLP model for the third variable and a MLP for the three variables. For every
class of models, the “best” model was chosen with the BIC criterion.
Let us now make a comment concerning the AR models and the MLP models
that will be important hereafter for model selection. MLP models are recognized
as universal approximators and give very good short-term predictions. However,
things change if we speak of long-term prediction. If the time-series to be mod-
elled is stationary, a long-term prediction with an AR model will converge to
the mean value of the process, but this property no longer holds for MLPs. The
nonlinear function in the perceptron has attraction and/or repulsion points and
the predictions will either converge to the attraction point, or oscillate between
the repulsion points. This explains why in most of the present examples, the
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Fig. 1: ACF of Data 1 before and after preprocessing

AR models outperform the MLPs. For the first data set, the best two models
in terms of normalized mean squared error (NMSE) measured on the test set
are an AR(12) model for the third variable (NSME=0.26301) and a MLP for all
variables (NSME=0.25624). The MLP has one hidden unit and takes as entries
all variables are until lag 12. The predictions on the test set are represented in
Figure 2.
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Fig. 2: Predictions on the test set - univariate AR model and multivariate MLP

Although the perceptron performs better as a predictor, it has two important
drawbacks : the number of parameters (43 parameters against 12 for the AR
model) and the residuals, which fail the independence test (Figure 3). Thus,
although the forecasting results on the test set are quite similar, we prefer the

141



AR model for making the 18 predictions (Figure 4).
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Fig. 3: Residuals - univariate AR model and multivariate MLP
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Fig. 4: Predictions - univariate AR model
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3 Seasonal ARIMA models versus multilayer perceptrons
(MLP) for Data2

The challenge for the second data set is to predict the next 100 values for a series
of length 1300 (Figure 5). First of all, let us remark that the data are highly
nonstationary and nonnegative with values of order 108. The autocorrelation
function is slowly decaying and shows a periodicity of order 7.
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Fig. 5: Time series 2 before and after preprocessing

Modelling this data without preprocessing may lead to computation prob-
lems (saturation of the sigmoid functions in multilayer perceptrons, for exam-
ple) or models that are not robust (nonstationarity). A transform of the data
seemed then necessary : the natural logarithm and a first-order difference were
considered. If Xt, t ∈ {1, ..., 1300} are the initial data, we decided to study
Yt = ln

(
Xt

Xt−1

)
. The transformed series is split into a training sample (1199

inputs) and a test sample (100 inputs). The data in the training sample was
normalized before estimation. Two classes of models were competing in this
example, seasonal ARIMA models and MLPs. For every class, the “best” model
was selected with a BIC criterion. The final SARIMA model is the following :
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φ (B)
(
1 − B7

)
Yt = θ (B)Θ

(
B7

)
εt

φ (z) = 1 + 1.128z + 0.655z2 + 0.027z3 − 0.501z4 − 0.504z5

θ (z) = 1 + 0.833z + 0.182z2 − 0.43z3 − 0.741z4

−0.483z5 + 0.219z6 + 0.03z7

Θ (z) = 1 − 0.885z − 0.102z2 , (1)

where B is the first-order difference operator BYt = Yt−1. The residuals of
the SARIMA model are plotted in Figure 6. The autocorrelation function and
the Llung-Box statistics validate the white-noise hypothesis. The forecasts on
the test set are also represented in Figure 6. The top right graph contains the
predicted values of the transformed series Ŷt+h, while the bottom right graph
gives the predictions for the initial data X̂t+h computed as follows :

X̂t+h = Xt exp

(
h∑

i=1

Ŷt+i

)
(2)

Predictions are quite accurate for the first 20 values, while for the rest, the
true values are overestimated. On the log-returns series, the prediction error is
NSME=0.02131, while on the initial series, NSME=0.30534.
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Fig. 6: Residuals and predictions on the test set - SARIMA model

Now, let us compare the SARIMA results with the MLP. As shown in Figure
7, the residuals of the MLP model fail the independence test, while the predicting
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values are largely overestimating the true values. For illustration, the top right
corner contains the predictions made by the SARIMA model, while the bottom
right graph represents the MLP predictions. In terms of mean squared error for
the MLP, NSME=2.92917. Since the SARIMA model outperforms the MLP in
terms of prediction and robustness, we used it for predicting the 100 awaited
values of the series (Figure 8).
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Fig. 7: Residuals - MLP model
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4 Autoregressive Markov-switching models versus AR mod-
els for Data3

The third data set is highly nonstationary and contains over 31000 inputs. The
goal is to forecast the next 200 values. The series plotted in Figure 9 suggests
the possible existence of two regimes with quite opposite behaviours (increasing
and decreasing trends). Also, the very slow decay of the autocorrelation function
confirms the nonlinearity and the nonstationarity of the series.
A closer look at the autocorrelation function shows a double periodicity, of orders
24 and 168. This may lead to think that the data are hourly recordings of some
phenomenon, showing daily and weekly seasonality. If we make the hypothesis
of some hourly recorded data, the plot of the series suggests also the existence
of yearly periodicity. We did not consider it in our study, but it should be
interesting to see whether taking the differenced series of order 8760 improves
the results.
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Fig. 9: Time series 3 before and after preprocessing

The periodicity of order 24 was removed from the initial series and the re-
sulting data was split into a training sample (31000 inputs) and a test sample
(200 inputs). Before estimation, the training sample was normalized. Since we
suspected the existence of two regimes, two classes of models were tested : au-
toregressive Markov-switching models (hereafter, HMM) and AR models. The
BIC criterion selected 168 lagged variables for both models. On the test set, the
NSME is 0.01242 for the HMM model and 0.01249 for the AR model (Figure
10). Once again, as in the previous example, although the more complex model
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Fig. 10: Predictions on the test set - HMM and AR model
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Fig. 11: Residuals - HMM and AR model

is slightly better in forecasting, the residuals fail the white noise tests and the
AR model seems better (Figure 11). The demanded 200 forecasts are plotted in
Figure 12.

5 Conclusion

Three classes of models (AR and seasonal ARIMA, MLP, HMM) were compared
on the three data sets of the competition. The comparison was made in terms
of parcimony, quality of predictions and residuals. All proposed time series are
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Fig. 12: Predictions - AR model

nonstationary with important seasonal components. Seasonal ARIMA models
generally outperformed multilayer perceptrons and hidden Markov models in
terms of long-term prediction. This is mainly explained by the property of AR
models of converging to the mean value of the series, while the other models “get
stucked” in some attraction point and lead to the spread of the prediction error.
For this reason, long-term prediction remains a difficult problem which complex
models do not always solve, but its difficulty may be lessened by preprocessing.
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Using reservoir computing in a decomposition
approach for time series prediction.

Francis wyffels, Benjamin Schrauwen and Dirk Stroobandt ∗

Ghent University - Electronics and Information Systems Department
Sint-Pietersnieuwstraat 41, 9000 Gent - Belgium

Abstract. In this paper we combine wavelet decomposition and recurrent
neural networks to provide fast and accurate time series predictions. The
original time series is decomposed by means of wavelet decomposition into
a hierarchy of time series which are easier to predict. The prediction core of
our solution is given by reservoir computing, which is a recently developed
technique for the very fast training of recurrent neural networks. The three
time series of the ESTSP 2008 competition will be used as an illustration
for our method.

1 Introduction

Forecasting is a domain with a broad range of useful applications. Therefore,
researchers working on time series prediction come from a wide variety of fields
and are using many methods such as theta method [1], support vector machines,
neural networks, local modeling [2], wavelet-decomposition [3] and many more.

This year, for the second time, the European Symposium on Time Series
Prediction is held. This symposium always presents a challenging competition
in the domain of time series prediction. This year the competition concerns
the prediction of three different time series which can be found on the website
www.estsp.org. Each time series has different properties which is interesting
because this will reveal the strength and weaknesses of the many methods that
are applied on the time series during the contest.

Although we have no profound experience in the domain of time series pre-
diction, we wanted to join this competition in order to compare our method
with many others in the forecasting domain. In this paper we describe how a
combined approach of wavelet decomposition and reservoir computing can be
used for forecasting. Before we continue the full explanation of our method we
give a short overview of reservoir computing which will be the baseline of our
method.

∗This research is partially funded by FWO Flanders project G.0317.05 and the Photon-
ics@be Interuniversity Attraction Poles program (IAP 6/10), initiated by the Belgian State,
Prime Minister’s Services, Science Policy Office.
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2 Reservoir computing: a short overview

Reservoir computing is a novel technique for the fast training of large recur-
rent neural networks which have been successfully applied in a broad range of
temporal tasks such as robotics [4], speech recognition [5, 6] and time series
generation [7]. Last year, reservoir computing outperformed all other methods
in the NN3 competition for financial time series prediction [8].

The reservoir computing technique is based on the use of a large untrained
dynamical system, the reservoir, where the desired function is implemented by
a linear memory-less mapping from the full instantaneous state of the dynamic
system to the desired output. Only this linear mapping is learned. When the
dynamical system is a recurrent neural network of analog neurons the method is
referred to as echo state networks [7]. When spiking neurons are used, one often
speaks of liquid state machines [9]. But both are now commonly referred to as
reservoir computing [10].

Training is done in a supervised way by first driving the reservoir with teacher
forced inputs and/or teacher forced output feedback. Secondly, the output layer
is trained by using linear regression methods. This is summarized by the follow-
ing equations:

x[k + 1] = f
(
W res

res x[k] + W res
inpu[k] + W res

outy[k] + W res
bias

)

ŷ[k + 1] = W out
res x[k + 1] + W out

inp u[k] + W out
bias, (1)

where x[k] is the reservoir’s state, u[k] is the input, y[k] is the desired output
and ŷ[k] is the actual output. When analog neurons are used, the nonlinearity
f often represents the sigmoid function. All the weight matrices denoted by
W out

! are trained, while those denoted by W res
! are fixed and randomly created.

During testing, the teacher forced output feedback y[k] is replaced by the actual
output ŷ[k] which we call free run mode.

Because only the output weights are changed, training can be realized very
quickly which can be an additional benefit in comparison with other methods.
Additionally, reservoir computing doesn’t suffer from local optima like other
methods based on neural networks do. We conclude that reservoir computing
gives us a powerful tool that can be easily used in a broad range of applications.

3 Time series prediction

Now we have introduced the baseline of our prediction mechanism we can for-
malize our overall prediction scheme which is illustrated in Fig. 1. We present
now each of the modules in greater detail.
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Fig. 1: This is a schematic overview of our prediction methodology. We start
by normalizing the given time series. Next, the normalized time series is decom-
posed by means of wavelet decomposition what results in a trend and a bunch
of detail coefficients. Hereafter the level 1 detail coefficient is discarded. The
obtained components are predicted separately using reservoir computing (RC).
Finally, the predicted components are combined and rescaled in order to get a
prediction of the given time series.

3.1 Normalizing the time series

Because we want to work in both the linear and nonlinear part of our recur-
rent neural network we need to normalize the time series to the interval [−1, 1].
Otherwise all neurons would be saturated and thus loosing information. Normal-
ization is done by removing the mean and dividing the outcome by the maximal
absolute value:

x′ = x − x̄
xnorm = x′/max (|x′|), (2)

3.2 Decomposition

Time series can be very often decomposed into components with different dy-
namics: a trend, periodical effects (sometimes denoted as seasonal effects) and
irregular residual components. In [3] wavelet decomposition was motivated be-
cause of the easy analysis of the obtained components. A second motivation to
use decomposition of the original time series is inherent to the use of reservoir
computing which tend to be sensitive to a small temporal range [11]. This can
be a problem with time series which contain information on different timescales.

When there is no additional information available about the time series, de-
composition can be done by using a set of successive filters. This is also known
as multiscale decomposition and described in more detail in [12]. The filters are
obtained by rescaling the so called mother wavelet. When the filters are applied
iteratively, one obtains a slow varying trend series and a hierarchy of detail com-
ponents which contain the system’s dynamics at different timescales [3]. Because

151



the system’s dynamics are now splitted up into different timescales processing
will be a lot easier with reservoir computing. The number of iterations L de-
pends on the length N of the time series and is limited by Lmax = "log2 N#. But
less iterations can be considered by inspecting the derived detail components.
After L iterations, time series y[k], k = 1...N , with length N can be written as
the sum of the trend cL[k] and L detail coefficients dm[k], m = 1...L:

y[k] = cL[k] +
L∑

m=1

dm[k], (3)

For our experiments we used the MATLAB Wavelet toolbox for decompo-
sition of the time series. The filters we used were obtained from the discrete
Meyer filter because this gave components which have few discontinuities. But
we suspect that a Daubechies filter of a sufficient high order is also feasible. In
Fig. 3 the first time series of the ESTSP 2008 competition is shown with its
trend and detail coefficients using a level eight decomposition. The most noisy
coefficient d1 is not illustrated. By way of inspecting the derived trend and
detail components we decided that level eight decomposition produced sufficient
smooth components for the first and second time series of the ESTSP 2008 com-
petition. For the third time series we used level 12 decomposition because this
gave smoother and more predictable coefficients.

3.3 Prediction

The trend and detail components we obtain from decomposition are used to
predict the original time series. We neglect the level 1 component d1 because
it is too noisy to predict. The remaining components are predicted separately
by means of reservoir computing. This has as an important implication that
correlations between different components are neglected. We plan to investigate
the use of many timescales within a reservoir so that all components can be
predicted at once instead of training them separately. This would boost calcu-
lation time and has the benefit of combining possible correlation between the
components.
For each component a fully connected reservoir with 500 sigmoid neurons, one

output and only output feedback as an input is constructed. No other exter-
nal inputs are used. An illustration of this topology can be seen in Fig. 2 The
connection weights are scaled so that the largest eigenvalue is nearly 1 which
makes the reservoir nearly unstable. The output feedback weights were scaled
to 0.1. Depending on the desired output, classical neurons, leaky neurons [7] or
band-pass neurons [11] are used. A rule of thumb here is that leaky neurons are
used for the slowest components, band-pass neurons for the faster components
and classical neurons for the fastest varying components. We determined the
leak-rates and band-pass neurons manually based on the frequency spectrum of
the components. Because we want to generate the future of a time series, the
output is fed back to each of the neurons in the reservoir. During training the de-
sired signal is used as feedback using teacher forcing as we previously explained.
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Fig. 2: Schematic overview of the described reservoir topology. The reservoir
has only output feedback as an input. Only the output weights, presented by
dashed lines, are trained. All other connection weights are initialized randomly
and scaled so that the largest eigenvalue is nearly 1.

In order to avoid overfitting we use ridge regression to train the output which
proved to have good regularization properties [13], even for generation tasks.

For training and testing we divide each component in three parts: one for
training (the largest part), and the two last parts (which have lengths equal to
the desired prediction horizon) for validation and testing. The final results for
both testing and the competition were obtained by first training the reservoir
using teacher forcing with the largest part. The optimal regularization parameter
is determined using the performance of the reservoir in predicting the validation
part. Next, the reservoir is retrained by teacher forcing it with the first and the
second part and using the obtained optimal regularization parameter in order to
predict the third (known) testing part. This part is used for evaluation of our
approach and these results are presented in the next section. Finally, we train the
reservoir again using the complete component in order to predict the unknown
samples which are needed for the competition. We repeat this process ten times
for each of the components, each time using an other reservoir. The unknown
samples were generated by the reservoir which had the best performance on the
testing part.
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3.4 Composition and rescaling

Recombination of the components can be done by using equation 3. Afterward
the composed time series is rescaled again to undo the normalization.

4 Experimental results

The goal of the ESTSP 2008 competition is to predict three different time series
each for a different prediction horizon. The evaluation of time series y with
length N and its prediction ŷ is done by calculating the NMSE:

NMSE =
∑N

t=1 (yt − ŷt)
2

Lσ2
y

, (4)

For the first time series we have to predict the next 18 samples based on a history
of 354 samples. Two additional time series were given which could be helpful for
prediction of the first time series. After first trying a few prediction setups were
these additional time series were used as an input of our reservoir we decided
to neglect these external variables. This because they gave no significant im-
provement. The final result with decomposition of the time series is presented in
Fig. 3. A NMSE of 0.25 was obtained on the last known 18 samples. The com-
plete training and prediction procedure takes nearly 2 minutes using an average
desktop computer with two gigabyte of memory and a 2.4 GHz Intel based CPU.

The second time series of the ESTSP 2008 competition consists of 1300 sam-
ples of which we have to predict the next 100 samples. This time series has a
period of 7 samples which makes it convenient to think that it was sampled from
a daily updated variable. This thought becomes more pronounced when we cut
this time series into sets of 365 samples and look to the correlations between
the different sets. Altough we wanted to use this analysis first as additional
information into a different approach, we choose to reject it because our results
were comparable to the result we have now. We wanted to have one consistent
methodology for the three time series. The predictions are shown in Fig. 4. A
NMSE of 0.14 was obtained which is the best of the three given time series. A
total time of nearly 5 minutes was needed to complete the training and testing
procedure.

For the third time series we got 31614 samples of which we had to predict
the next 200 samples. Completion of the prediction procedure took three hours
which is due to the long sample history and the use of more decomposition levels
(and thus needing more reservoirs for prediction of the components). The results
are shown in Fig. 5. A NMSE of 0.42 was obtained which gives us the worst
performance, this possibly due to the discrete jumps in the trend and the many
noisy detail coefficients that we derived from decomposition.
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Fig. 3: In solid black lines the original time series 1 of the ESTSP 2008 com-
petition and its decomposition (using level eight wavelet decomposition) into
its trend and detail coefficients are shown. The level 1 detail coefficient is not
shown because it was too noisy to predict. The last 18 samples of the original
time series and its components were predicted in order to evaluate our prediction
methodology which is given in a dashed gray line. This resulted in a NMSE
of 0.25. The 18 unknown samples which were predicted for the competition are
shown in a solid gray line.
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Fig. 4: At the top, the complete time series 2 of the ESTSP 2008 competition is
shown in a solid black line. Our method was evaluated on the last 100 samples
which gave a NMSE of 0.14. At the bottom, these predictions are marked
with a dashed gray line. The next 100 unknown samples for the competition are
marked with a solid gray line.
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Fig. 5: At the top, an impression of the complete time series 3 of the ESTSP
2008 competition is given. The last 200 samples were used for evaluating our
technique which resulted in a NMSE of 0.42. These predicted samples are
shown with a dashed gray line. Our prediction for the unknown future of 200
samples is illustrated with solid gray line.
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5 Conclusions

In this work a prediction scheme for fast and accurate time series prediction
based on wavelet decomposition and reservoir computing was presented. By us-
ing time series decomposition, components of different time scales were obtained
which are easier to predict. The obtained trend series and detail coefficients were
predicted using reservoir computing. We evaluated our method on a known part
of the three time series of the ESTSP 2008 competition. In the end, the unknown
samples of the three time series were generated. For future work we plan to use
a setup using a single reservoir for both decomposition and prediction. This will
give us a prediction mechanism which is able to use the interdependence between
the obtained components. Therefore we will need to investigate first how many
timescales can be used within one reservoir.
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Abstract. This paper describes the use of LS-SVMs as an estima-
tion technique in the context of the time series prediction competition
of ESTSP 2008 (Finland). Given three different time series, a model is
estimated for each series, and subsequent simulations of several points af-
ter the last available sample are produced. For the first series, a NARX
model is formulated after a careful selection of the relevant lags of inputs
and outputs. The second and third series show cyclical or seasonal pat-
terns. Series 2 is modelled by adding deterministic “calendar” variables
into the nonlinear regression. Series 3 is first cleaned from the seasonal
patterns, and a NAR model is estimated using LS-SVM on the deseason-
alized series. In all cases, hyperparameters selection and input selection
are made on a cross-validation basis.

1 Introduction

Time series prediction can be treated as a special case of system identification [1].
In nonlinear system identification [2, 3] it is common to use past lags of the
output variable y ∈ R and, if available, of exogenous input variables u ∈ Rd to
build a NARX model of the form

yt = f(yt−1, yt−2, . . . , yt−p,ut−1,ut−2, . . . ,ut−q) + et, (1)

where et is assumed to be a white noise process. The estimated model can
then be used for prediction or simulation. Nonlinear effects can be identified
when the function f is parameterized as a nonlinear function. In this article,
we use Least-Squares Support Vector Machines (LS-SVMs) [4] as a tool for
estimating f in NARX models in order to produce the required simulations for
three time series available in the context of the time series competition of the
Second European Symposium of Time Series Prediction (ESTSP 2008, Porvoo,
Finland, http://www.estsp.org/).

LS-SVMs belong to the class of kernel methods [4, 5, 6], which use positive-
definite kernel functions to build a nonlinear representation of the original inputs
in a high-dimensional feature space. An optimization problem consisting of a

∗The work presented was funded by Research Council KUL: GOA AMBioRICS, CoE
EF/05/006, IOF-SCORES4CHEM, several PhD/postdoc & fellow grants; FWO: PhD/postdoc
grants, projects G.0452.04, G.0499.04, G.0211.05, G.0226.06, G.0321.06, G.0302.07, G.0320.08,
G.0558.08, G.0557.08, research communities (ICCoS, ANMMM, MLDM); IWT: PhD Grants,
McKnow-E, Eureka-Flite+, Helmholtz: viCERP, IUAP P6/04; EU: ERNSI;Contract Research:
AMINAL. Johan Suykens is a professor and Bart De Moor is a full professor at the Katholieke
Universiteit Leuven, Belgium.

159



regularized least-squares cost function and equality constraints is formulated in
primal space and solved in the dual variables. This formulation is flexible in the
sense that it allows the incorporation of different elements of knowledge about
the problem at hand. In the primal domain the model is parametric and it is easy
to incorporate some types of prior knowledge that gets automatically embedded
in the dual representation. Examples for this are the inclusion of partially linear
models [7], autocorrelated residuals [8, 9] and monotonicity [10].

The remainder of the paper is structured as follows. A general overview of
LS-SVMs and a discussion about practical elements are given in Section 2. The
study cases for time series of the competition are discussed in Sections 3 and 4.

2 General Methodology

2.1 Least Squares Support Vector Machine Regression

LS-SVMs belong to the class of kernel methods, which use positive-definite kernel
functions to build a nonlinear representation of the original inputs in a high-
dimensional feature space. We start by parameterizing NARX model (1) as

yt = wT ϕ(xt) + b + et (2)

where yt ∈ R, xt ∈ Rn is the regression vector [yt−1, yt−2, . . . , yt−p,ut−1,
ut−2, . . . ,ut−q], b ∈ R is a bias term, w ∈ Rnh is an unknown coefficient vector,
and ϕ : Rn → Rnh is a nonlinear feature map, which transforms the original
input xt ∈ Rn to a high-dimensional vector ϕ(xt) ∈ Rnh , which can be infinite
dimensional [6]. Consider the following constrained optimization problem with
a regularized cost function:

min
w,b,et

1

2
wT w + γ

1

2

N∑

t=1

e2
t (3)

s.t. yt = wT ϕ(xt) + b + et, t = 1, . . . , N,

where γ is a regularization constant and K is a p.d. kernel function. With the ap-
plication of the Mercer’s theorem for the kernel matrix Ω as Ωij = K(xi,xj) =
ϕ(xi)T ϕ(xj), i, j = 1, . . . , N it is not required to compute explicitly the non-
linear mapping ϕ(·) as this is done implicitly through the use of positive defi-
nite kernel functions K. For K(xi,xj) there are usually the following choices:
K(xi,xj) = xT

i xj (linear kernel); K(xi,xj) = (xT
i xj + c)d (polynomial of de-

gree d, with c ≥ 0 a tuning parameter); K(xi,xj) = exp(−||xi − xj ||22/σ2)
(radial basis function, RBF), where σ is a tuning parameter.

The problem (3) is solved using Lagrange multipliers and the solution is
expressed in dual form [4]. The final expression for the estimated f is given by

f̂(x) =
N∑

t=1

αtK(xt,x) + b. (4)
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The one-step-ahead prediction is simply ŷN+1 = f̂(xN+1) using the estimated f̂ ;
simulation n−steps ahead can be obtained by iteratively applying the prediction
equation replacing future outputs by its predictions [1, 2].

2.2 Practical Implementation

The training process of LS-SVM involves the selection of kernel parameters and
the regularization constant γ. A good choice of these parameters is crucial for
the performance of the estimator. In this paper, we use 5-fold cross-validation
for selecting these parameters. The second important choice is the selection of
regressors, i.e., which lags of inputs and outputs are going to be included in the
regression vector xt. This selection is done by using a large number of initial
components and then performing a greedy search to prune non-informative lags
on a cross-validation basis. Therefore an initial model containing all regressors
is estimated and optimal choices for the parameters are made. On each stage
of the greedy backwards elimination process, a regressor is removed if the cross-
validation Mean Squared Error (CV-MSE) improves. The final set of regressors
is then used for the final predictions. For the purpose of model estimation, all
series are normalized to zero mean and unit variance.

3 Analysis for Time Series 1

The available data for time series consists of a sequence {yt, ut, vt}N
t=1 for the

output y and the two exogenous inputs u and v with N = 354 datapoints. The
series are depicted in Figure 1. The goal is to produce a sequence of simulated
future values ŷN+1 until ŷN+18. Based on autocorrelation analysis, it can be
noticed that all three variables share some periodic behavior with a period of 12
samples.

3.1 Modeling Strategy

We test two model specifications, with and without the exogenous inputs (NAR
and NARX models, respectively), to be estimated using LS-SVM, as follows:

• (NAR) ŷt = f̂(yt−1, . . . , yt−p) with p ≤ 48

• (NARX) ŷt = f̂(yt−1, . . . , yk−p, ut−1, . . . , ut−q1
, vt−1, . . . , vt−q2

) with p, q1,
q2 ≤ 48

The performance measure used for 5-fold cross-validation is the the CV-MSE
over two different prediction scenarios:

• One step ahead prediction for each test fold,

• Simulation of the time series for 18 time steps for every sample in the test
fold, averaging the values at each time step over predictions (1 step, 2
steps, . . . , 18 steps)
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Fig. 1: Time plots of target variable y (top) and the exogenous variables u
(bottom left) and v (bottom right) of time series 1

3.2 Results

Consider the NAR(48) model formulation. The selected lags to be included in the
regression vector are pruned using a greedy backwards search. The CV-MSE as
a function of the number of regressors included in the model is shown as the blue
line in Figure 2. By actively selecting the regressors the MSE can be improved
by 33%. The best NAR model uses 12 regressors and achieves a CV-MSE of
0.2834. However, further correlation analysis between the model residuals and
the exogenous inputs reveal that some information has not been captured by the
NAR model alone. This means we should test a NARX formulation.

Two different NARX models are evaluated. The first one includes all lags up
to 48 for y, u and v, NARX(48,48,48). The second model assumes a delay be-
tween inputs and output of 18 time steps. The NARX(48,30,30) model contains
the lags 19 up to 48 for the inputs u and v. Figure 2 shows the feature selec-
tion process for the models, both of which clearly outperform the NAR model.
The model using all regressors achieves a CV-MSE of 0.2437 with 34 regressors,
whereas the delayed model uses 25 regressors and has a CV-MSE of 0.2489. The
improvement of the full over the delayed model is rather small with 2%. For
the purpose of generating the results for the time series competition, the full
model would require to simulate the exogenous inputs as well, which might be
an additional source of errors for the simulated outputs. On the other hand,
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Fig. 3: Simulations for the next 18 points for Series 1, shown after the vertical
line.

the delayed model does not have this problem, and we can always use actual
observations to generate the simulated outputs. Considering that the difference
in performance is small, we select the delayed NARX model to simulate 18 con-
secutive new samples. The simulated values together with the training data are
shown in Figure 3.

4 Analysis for Time Series 2 and 3

Series 2 and Series 3 are modelled following a similar methodology. Series 2
(Figure 4, top) consists of 1,300 observations, and the goal is to simulate the
next 100 points. Series 3 contains 31,614 samples (Figure 5, top), and the
goal is to predict the next 200 points. The two series display a similar cyclical
behavior. Series 2 display a strong correlation every 7 samples, as can be seen
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in the autocorrelation plot (Figure 4, center). Such pattern would correspond to
a “weekly” seasonal cycle for a series consisting of consecutive daily values. In
the same manner, Series 3 displays cyclical patterns similar to those of “daily”,
“monthly” and “yearly” cycles for a series consisting of hourly values.

4.1 Modeling Strategy

The seasonal patterns detected in the series suggest to use a specific seasonal
modeling strategy, following the golden-rule of “do not estimate what you already
know” [2]. One of the most common approaches is the use of deterministic
calendar information to keep track of the sequence of patterns involved. For the
case of Series 2, we use the binary-valued vector W t ∈ {0, 1}7, which is a vector
of zeros with a 1 in the position of the day of the week at time t to keep track of
the day-to-day cycle. For example, Monday corresponds to W t = [1, 0, · · · , 0].
In the same way, the variable M t ∈ {0, 1}12 is defined as a vector of zeros with a
1 in the position of the month at time t. A binary-valued vector Ht ∈ {0, 1}24 is
similarly defined to keep track of the hour of the day at time t. These variables
are considered as exogenous inputs to the corresponding models for each series.

4.1.1 Model for Series 2

The estimated model is the following NARX formulation:

yt = f(yt−1, . . . , yt−p,W t,M t) + et (5)

estimated using LS-SVM. The order p, the hyperparameters and the relevant
regressors are determined on a 5-fold cross-validation basis using the greedy
search optimization procedure described previously.

4.1.2 Model for Series 3

This series is modelled differently because of the strong presence of the sea-
sonal patterns. Series 3 shows a very strong combination of seasonal patterns
that can be considered the “backbone” of the observed series. Following a
standard approach in seasonal modeling [11], we decompose the original se-
ries as the sum of a regular and an irregular component, yt = rt + zt, where
rt = βT

1 Ht + βT
2 M t + βT

3 W t is the contribution of the deterministic seasonal
variables. The identification of rt and zt is obtained by estimating the following
linear regression:

yt = βT
1 Ht + βT

2 M t + βT
3 W t + zt, (6)

with β1 ∈ R24,β2 ∈ R12,β3 ∈ R7 estimated with ordinary least-squares. The
irregular component zt corresponds to the residual of this regression. Figure 5
shows the original series (top) and the decomposition in the regular component
rt (center, left) and the irregular component zt (center, right).

Predicting the regular component into the future is straightforward. For
the prediction of the irregular component zt, we estimate a NAR model using
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LS-SVM,
zt = f(zt−1, . . . , zt−p) + et. (7)

The irregular component zt still displays significant autocorrelation with a 24
hours period (Figure 5 bottom left), which should be captured by the NAR
model. Given that zt is much more stationary than the original series, the LS-
SVM model is estimated only using the last 1,000 observations. The order of
this model, hyperparameters and relevant lags are determined as in the other
models.

4.2 Results

For Series 2, the best order of the NARX model is found to be p = 14, which
gives a total number of regressors of 33 (14 past values, 7 days of the week, 12
months in a year). The model with 33 regressors shows a CV-MSE= 0.23. From
the 33 regressors, only 11 are found to be relevant, lowering the CV-MSE to 0.20.
This final model with 11 regressors is used to produce the final simulations. The
final simulations are shown on the bottom panel of Figure 4.

For Series 3, the best order of the NAR model on ys is p = 48. The selection
of relevant regressors yields no significant improvement. The autocorrelation
present in zt has been captured by the model, and the residuals et show no such
correlation (Figure 5 bottom right). Overall, the CV-MSE obtained following
this strategy is 0.004. The NAR model is used to produce the simulations for
ys, which are added to the simulations for the regular component. The final
simulation requested for the competition is shown on Figure (6).

5 Conclusions

This paper described the use of LS-SVMs as an estimation technique in the
context of the time series prediction competition of the Second European Sym-
posium ESTSP 2008 (Porvoo, Finland). Given three different time series, a
model is estimated for each series, and subsequent simulations of several points
after the last available sample are produced. For the first series, a NARX model
is formulated after a careful selection of the relevant lags of inputs and outputs.
Supported by correlation analysis, it is determined that the exogenous inputs
provided for this series have a significant influence on modeling of the output
series.

The second and third series are modelled independently, yet following a simi-
lar methodology. Both series show seasonal variations, and we used deterministic
seasonal variables as exogenous inputs. Series 2 is modelled by using a NARX
formulation including the deterministic variables; Series 3 is first “deseasonal-
ized” by using a linear regression of the series on the deterministic variables,
and later a NAR model is estimated with LS-SVM on the residuals of the first
regression.

The selected models over the three series are those who provided the best
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Fig. 4: The original data for Series 2 (top) shows a seasonal pattern visible in
the autocorrelation plot (center) of the series. Using a NARX formulation, the
requested simulations are computed for the next 100 points (bottom), shown
after the vertical line.
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Fig. 5: The original data for Series 3 (top) can be decomposed as the sum of
a regular component rt (center, left) and an irregular component zt (center,
right). Using a NAR formulation to model the irregular component zt, the final
model captures the autocorrelation that was still present in zt. This is visible by
comparing the autocorrelation plot for zt (Bottom, left) with that of the NAR
model residuals et (bottom, right).
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performance on a cross-validation basis, in terms of order selection, kernel pa-
rameters, regularization constant and relevant regressors.
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Abstract. This paper presents an extension of an NN3 award winning solution to 
the ESTSP competition. The problem consists of three tasks of multi-step ahead 
forecasting for series with different lengths. Analysis allowed for using 
“exogenous” data. Temporal preprocessing was followed by training several 
Multilayer Perceptron Networks, with architecture and algorithm optimized for the 
best MSE median. The multi-step ahead forecasts were produced by 31 networks 
and their median value was chosen. Afterwards, the values of each predicted series 
were de-normalized and had their trend re-inserted for producing the final 
forecasts. The competition results will show this solution worked well.  

1 Introduction 

Time series prediction has been one of the priority areas of research for statisticians, 
economists and computer scientists among others and several different approaches 
have been proposed for solving this problem along the last decades. 
 The statistical technique of Box & Jenkins (ARIMA models) [1] became one of 
the most popular among practitioners in actual world forecasting tasks. However, 
ARIMA models are linear, a feature which represents a limitation for predictive 
modeling. Nonlinear approaches have been proposed for overcoming this constraint. 
Bilinear models [2], threshold autoregressive models [3] and exponential 
autoregressive models [4] among others are examples of such attempts. These 
nonlinear approaches, however, are mathematically very complex. Artificial neural 
networks were a recent alternative proposed for non-linear modeling of time series 
[5], more recently combined with evolutionary approaches for the network 
parameters’ optimization (e.g. topology, number of processing units, learning rate 
etc.) [6]. 
 The strength of the work carried out here, however, relies strongly on an 
ensemble of ideas from different areas, more on its sound statistical procedures, and 
less on the particular forecasting techniques used.  
 The summary of the steps carried out in each task is listed below. Apart from 
the first step, the idea is focused on a systematic approach for predicting multiple time 
series, multiple steps ahead: 
 

1. Series analyses (specific for each task) 
2. Test set separation 
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3. Trend removal 
4. Data normalization 
5. Predictive model optimized selection 
6. 31-Replicas model training without test set 
7. Median model selection 
8. Performance evaluation 
9. Phase shift measurement 
10. 31-Replicas model training with test set 
11. Median forecast selection 
12. Phase shift correction 
13. Data de-normalization 
14. Trend re-insertion 

 
 This paper is organized as follows. Section II presents the data analysis for each 
task. Section III shows the data selection approach. In Section IV, the data preparation 
is explained. Section V describes the predictive modeling. Section VI presents some 
results and interpretation on the test data. Section VII explains the process for forecast 
generation of the k values ahead for each task of the competition. Section VIII 
finalizes the paper with remarks on what the team has done, the results achieved on 
the modeling data and the competition results, along with what the team has yet to do. 

2 Data Analysis 

The modeling data series were plotted for the series of each task, separately, to help 
modelers get an intuitive feeling of the types of behavior present. In this sense, each 
task presented very different characteristics which will be detailed in this section. 

2.1 Task-1  

The task consists in predicting one time series for the next 18 steps in the future. The 
information available was the series itself plus two other exogenous series, all with 
354 data points. Unfortunately, the level of correlation between the series to be 
predicted and the exogenous series was very low (correlation < 0.3) for lags within a 
50 observations displacement. Maybe, further analyses and data transformation would 
have detected correlation of a more complex nature but there was not much time for 
available, so the exogenous series were discarded from modeling. 

2.2 Task-2  

Task-2 consists in predicting one time series for the next 100 steps in the future. The 
information available was the series with 1300 data points plotted in Fig. 1. Despite 
its irregular aspect, after some data transformation and serial correlation analysis, this 
series shows a daily behavior along slightly over 3 and half years, as the data labels 
indicate. This perception allows for much richer input information in the modeling 
stage such as yearly, monthly and weekly features.  
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Fig. 1: Original Time Series of Task-2.  

2.3 Task-3  

Task-3 consists in predicting one time series for the next 200 steps in the future. The 
information available was the series with 31614 data points plotted in Fig. 2. 
 Despite its irregular aspect, with two phases, the future 200-step forecasting 
horizon is very unlikely to reach the next phase transition. The “low phase” has 3 
complete plateaus with a minimum of around 3600 data points and the tail of an 
incomplete one with only around 3280 data points. By adding the 200 forecasting 
steps to this, results in 3480 data points which is much smaller than the smallest 
plateau previously observed. Taking this into account, the focus of this task becomes 
the “low phase” of the series, only. 

 

Fig. 2: Original Time Series of Task-3, along with the mean plateau of each 
“phase”.  
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 After serial correlation analysis, this series was decomposed into 4 pieces, from 
the “most stable” part of each “low phase” plateau. Unfortunately, the correlations 
were not strong enough for the forecasting system to benefit from them. Thus, the 
modeling was carried out with only the last 1000 data points from the last “low 
phase” plateau.   

3 Data Selection 

As stated above, the approach presented here is robust particularly because it relies on 
sound statistical procedures.  
 Hence, a sample of the last k observations of each time series to be predicted 
was separated only for performance assessment (the test set) aiming at preserving 
statistical independence from the parameter estimation process. The remainder of the 
data (the modeling set) was used for parameter setting and predictive modeling. The 
sizes of the test sets were 18, 100 and 200, corresponding to the number of steps 
ahead in the predictions task 1, 2 and 3, respectively. 
 Trend analysis and elimination were carried out only considering the parameters 
extracted from the modeling set. The same was done for all the analyses conducted 
for lag definition and for establishing the parameters for data transformation, such as 
normalization and outlier filtering. Accordingly, the predictive modeling (learning) 
was also estimated only with the modeling data set. 

4 Data Preparation 

The trends of the series were approximated by the best fitting linear functions which 
were subtracted from the series’ data for later re-insertion, after the system final 
prediction. 
 After trend removal, the series were normalized in such a way that all data 
points stayed in the range from 0.1 to 0.9 allowing for over 10% increase beyond 
these boundaries; 0-1 range. 
 These transformations were then applied to the remaining data set (the test set). 
After these basic transformations, the temporal properties of the data series were 
checked through correlograms and Fourier analysis focusing on the time window 
needed for the predictive modeling. Since they (the correlograms and Fourier 
analysis) lead to different window sizes, both were considered on the optimization 
process by the modeling technique. 

5 Predictive Modeling 

Considering the complexity of systematically modeling several time series, this paper 
re-uses the methodology already successfully developed for NN3 Forecasting 
Competition, last year. That proved being an effective approach to develop robust 
solutions based only on each series data alone for the prediction of the future values. 
For this reason the solution relied on basic statistics over a number of independent 
trials: the median value predicted by 31 forecasting systems. 
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 The well-known multilayer perceptron (MLP) was the modeling technique 
chosen. The MLP has been one of the neural network models most frequently used in 
pattern classification problems for its excellent generalization capacity, simplicity of 
operation and ability to perform universal function approximation [7]. It also presents 
robustness when compared to other techniques [8]. However, one drawback of this 
technique is the need of a validation data set for preventing over-fitting, which is 
critical in situations where there are few data observations available, such as in some 
forecasting problems. General approaches for data multiplication such as data division 
(n-fold cross-validation and leave-one-out) or data sampling strategies (Monte-Carlo 
and bootstrapping) would be useful but they are applicable to statistically independent 
samples [9]; not to time series data. 
 The MLP were chosen with just a single hidden layer with processing units 
varying from 1 to 30 and were trained either with the standard error back propagation 
algorithm [10] or with the Levenberg-Marquadt algorithm [11], having the minimum 
squared error on the validation set as the training stopping criterion. 
 If, in one side, the small amount of data is a drawback in terms of noisy 
solutions, on the other side, it yields low cost for a large amount of simulations for 
noise filtering through median forecasting. 
 Thus, each time series was exhaustively tested for the two algorithms, all the 
possible number of processing units within the pre-defined range (1 to 30) and input 
window sizes (lags) based on either correlograms or Fourier analyses [12]. 
 The architecture, training algorithm and input window selected were then 
replicated to produce 31 systems trained from different initial states (weight 
initialization for symmetry breaking randomly drawn from a uniform distribution 
between –10-4 and +10-4). The validation set was used for measuring the error for 
training stopping criterion again and also for defining the temporal phase shift [13] in 
case it was identified to improve performance. 
 Then the k step ahead forecasts were produced for each one of the series by all 
the 31 systems and compared to the values of the reserved test set. The 31 systems 
performance on both the validation and the test set were then compared for assessing 
two main aspects: quality degradation from the dependent to the independent data set 
and the quality itself, both measured in terms of the competition criterion: the NMSE 
metrics. The choice was for the solution simultaneously closest to the median in terms 
of quality and to the median in terms of degradation. 

6 Results and Interpretation 

The results presented below show the graphs of series selected from the known data 
separated into validation and test sets, as described in the previous sections, along 
with the median forecast produced. The figures present the results for the 3 tasks of 
the ESTSP 2008 Competition. The results are assessed with six metrics commonly 
used for time series forecasting assessment: MSE (Mean Squared Error), MAPE 
(Mean Absolute Percent Error), SMAPE (Symmetric Mean Absolute Percent Error), 
U-Theil, POCID (Prediction On Chance In Direction) and correlation, each capturing 
important aspects in forecasting performance. 
 Fig. 3 below shows the comparison of the actual and the predicted data points 
on the statistically independent test set for Task-1. The average predicted values are 
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not far from the actual ones, particularly considering that the Y-axis starts from the 
value 20. However, their oscillatory behaviors do not match much; the POCID and 
their correlation are low.  

 

Fig. 3: Performance evaluation on the test set for time series of Task-1.  

 Fig. 4 below shows the comparison of the actual and the predicted data points 
on the statistically independent test set for Task-2. The excellent quality of the 
prediction is visually perceived. In this task, despite the series having a high 
coefficient of variation, the prediction follows the same oscillatory behavior as the 
actual data. This is even more relevant when taking into account that this is a 100-step 
ahead forecast. All these aspects are supported by the metrics below; this time the 
POCID and the correlation go up to 0.7. 

 

Fig. 4: Performance evaluation on the test set for time series of Task-2.  

 Fig. 5 below shows the comparison of the actual and the predicted data points 
on the statistically independent test set for Task-3. The quality of the prediction is 
good. In this task, the series oscillates a lot producing a coefficient of variation even 
higher than in Task-2. That is why the SMAPE performance is much worse than in 
the other series. An important aspect is that the prediction follows closely the 
oscillatory behavior of the actual data; both the POCID and the correlation high 
metrics confirm that. This result is even more relevant when considering that this is a 
200-step ahead forecast. 
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Fig. 5: Performance evaluation on the test set for time series of Task-3.  

7 Competition’s Forecast Generation 

For producing the competition forecasts, the same methodology used above was 
applied to all 3 series with a single difference: this time the k last data observations 
reserved as test set before were now included in the modeling data as validation set. 
The 31 replicas of the selected MLP neural network architecture were retrained by the 
selected algorithm with this increased modeling data set. The validation set (former 
test set) was used for stopping training and for measuring all the correction factors on 
it. 
 Then the trained system was used to produce 31 values for each of the 
k forecasts ahead for each series. For the competition, the median of the 31 values was 
selected for each forecast ahead and further post-processing was carried out. Finally, 
the parameters estimated in the modeling stage were now applied to produce the 
corresponding phase correction, value de-normalization and trend re-insertion on each 
series for completing the results of the competition submission file. 

8 Concluding Remarks 

This paper has presented a combination of careful time series analysis and a 
principled methodology based on an ensemble of multilayer perceptron neural 
networks and basic statistics to produce robust multi-step ahead time series 
forecasting. 
 A thorough procedure has been carried out for defining the most adequate 
combination of MLP architecture, training algorithm and time window for each series 
aiming at optimizing the NMSE metrics, defined as the competition performance 
evaluation criterion. The robustness of the solution has been assured through the use 
of median forecasts of several systems. 
 Therefore, it was expected that the forecasts would not deviate from the actual 
values more than what had been measured during the modeling stage. The 
competition result would confirm that expectation.  
 The solution could be still further improved by deeper non-linear analysis for 
capturing relevant information from the exogenous series. 
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Abstract.

Although there is a large diversity in the literature related to kernel meth-
ods, there are few works which do not use kernels based on Radial Basis
Functions (RBF) for regression problems and time series prediction. This
type of kernels have a good behaviour in these type of problems due to
their generalization capabilities and their smooth interpolation. Thus,
this paper presents the settings of specific-to-problem kernels applied to
the 3 time series proposed in the competition of the ESTSP 2008. The
kernels proposed are based on the analysis of some feature of the data.
The weighted k-nearest neighbours with kernel based distance is used to
predict and a parallel version of it is utilized to deal with large data sets.

1 Introduction

Kernel methods such us Gaussian Process Regression [1, 2] and Least Square
Support Vector Machines (LS-SVMs) [3] have been succesfully applied to re-
gression and function approximation problems. Although they present a good
performance, obtaining very accurate results, they present some drawbacks:

• the selection of the kernel function could be difficult

• the optimization of the parameters of the kernel function is computation-
ally intensive, because they require the evaluation of some cross validation
procedure or some Bayesian criteria with a complexity of O(N) = N3,
where N is the number of training point.

• the generated models could be huge, because they include all training data
inside.

In literature, the kernel functions used are almost all variant of RBF [4] [5]
[6] [7] and the analysis of the problem is centered in the feature selection. In
this paper, we focus on the analysis on the specific data to extract some features
to be used as guide to create some kernel functions. The method is based on
the example for Mauna Loa Atmospheric Carbon Dioxide concentration in pp.
118-120, chapter 5, [1]. But, instead of Gaussian Process or LS-SVM, we use

∗This work has been partially supported by the Spanish CICYT Project TIN2007-60587
and Junta Andalucia Project P07-TIC-02768.
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a kernelized version of the weighted k-nearest neighbours algorithm (that is
described in next section), that is less computational intensive.

Thus, the work presented in this paper illustrates the application of a ker-
nel method for function approximation, specializing the kernel functions to the
time series proposed in the ESTSP 2008 competition. The rest of the paper
is organized as follows: Section 2 will briefly introduce the weighted K-nearest
neighbour algorithm and the modification it need to use kernel based instead
of Euclidean distance, Section 3 will present each kernel adapted to each time
series analyzing the perfomance obtained and, in Section 4, conclusions will be
drawn.

2 Weighted K nearest neighbours algorithm for regression

The k nearest neighbours (k-NN) is a simple algorithm that has been usually
applied to classfication tasks [8] although some adaptations of this algorithm
have been applied also to regression problems [9, 10].

Given a set of function samples (!xi, yi), i = 1, . . . , N , where x ∈ Rd and
yi ∈ R, let X = [!xi], i = 1...N be a set where distance function D has been
defined over it. The weighted K nearest neighbor algorithm for regression is
able to compute the output for a given new input !xi as:

ŷ =

k∑

i=0

yx̂
i w

(
x̂, xx̂

i

)

k∑

i=0

w
(
x̂, xx̂

i

)
, (1)

where w
(
x̂, xx̂

i

)
=

[
1 −

D
(
x̂, xx̂

i

)2

D
(
x̂, xx̂

k+1

)2

]2

. (2)

where xx̂
i is the i-th neareast training point to !x according to the distance func-

tion D and yx̂
i its corresponding output. As the formulation shows, the method

is based on the values of a predefined distance function and it is independent
of any structure the input data could have. Therefore, the weighted K-nn can
be seen as a kernel method where the distance function plays the role of kernel.
The most commonly used distance measure is the Euclidean.

A kernel function k is defined as a scalar product of the inputs after their
projection (Φ) from the input space to a feature space [11]. Thus a kernel can
be defined as:

k(x, x′) = 〈Φ(x), Φ(x′)〉 (3)

The quadratic norm of two points in feature space can be written in term of
the values of the kernel function:
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‖Φ(x) − Φ(x′)‖2 = 〈Φ(x), Φ(x)〉 + 〈Φ(x′), Φ(x′)〉 − 2 〈Φ(x), Φ(x′)〉
= k(x, x) + k(x′, x′) − 2k(x, x′) (4)

so the adaptation of the algorithm to work in feature space is quite simple and
is obtained by redefining the distance measure D as:

D (x, x′)2 = k(x, x) + k(x′, x′) − 2k(x, x′) (5)

So we only need to substitute in the equations 2 the quadratic terms of dis-
tance by the expression 5 to get the kernel-distance-based version of the weighted
k-NN algorithm for regression.

3 The series of the ESTSP 2008 competition

Once the algorithm used to predict has been introduced, this section will describe
the methodology used to create each kernel adapted to the time series as well as
will present the results obtained in the different cases. Note that in the tables
we use the Normalized Root Mean Square Error (nrmse,

√
mse/σ2

y) instead of
mse to present the results independently from scales.

3.1 Methodology to create, optimize parameters and choose the ker-
nels

Following the same procedure used in [1], we will use the indeces of the time
series, t = 1 · · ·N , as inputs for each one of the models. Each time series will be
predicted using 3 kernels created by combining in sums of the kernel functions
that are defined in Equations 6, 7, 8, and 9, that are classical kernels of the
literature.

1. λ-Periodic kernel:

kλ−periodic(xi, xj ; {θ1, θ2}) = θ1 exp
(
−2

sin(π
λ ∗ (xi − xj))2

θ2
2

)
. (6)

where λ is a fixed period length.

2. Gaussian or RBF kernel:

kgauss(xi, xj ; {θ1, θ2}) = θ1 exp
(
− 1

θ2
2 ‖xi − xj‖2

)
. (7)

3. Linear kernel:
klinear(xi, xj ; {β}) = 〈xi, xj〉 + β. (8)

4. Rational Quadratic kernel:

kratquad(xi, xj ; {θ, α, β}) = θ

(
1 +

‖xi − xj‖2

2αβ2

)−α

(9)
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To design the kernels, the first objective is to identify the possible periodicity
of each time series. For each period of length λ detected a λ − periodic (Eq. 6)
term is added to the created kernels. Once done, we create combinations of the
previously named terms with 7, 8, and 9. So for each series, 3 candidate kernels
are created.

The parameters for each kernel must be set. In order to obtain the value for
these parameters, the Leave-One-Out (LOO) Error of weighted k-NN algorithm
were optimized using a variable neighbour search (VNS) [12]. The use of the
VNS instead of the classical conjugate gradient is because there is no posibility
of derivating the error function due to the use of the weighted k-NN. It is also
required to set a value k for the weighted k-NN algorithm and the value assigned
to it was the one recommended by the literature, this is, k = 10.

The following subsections specifies these formulations for each of the three
time series as well as the results of the simulations.The computers used for the
execution were a personal computer with a AMD Turion of 64 bits of 2.2 GHz
and 2 GB of RAM running Matlab under linux for series 1 and 2, and a cluster
of 8 nodes with an AMD Opteron of 64 bits of 2.6 GHz processor with 2 GB of
RAM each node. The use of a parallel computer was needed due to the large
size of the data set of the third time series.

3.2 Time series 1

The first time series has 354 values and it is requested to predict the next 18
values. The data set also contained 2 exogenous variables that could be used or
not according to the competition rules. We decided to use the Automatic Rel-
evance Determination (ARD) as a way to weight automatically the importance
of each input (it is a wrapper method). The ARD consists in the application of
kernels as the ones defined in the following equations:

kgaussARD(xi, xj ; {θ1, Σ}) = θ1 exp

(
−

D∑

d=1

(xd
i − xd

j )2

σd
2

)
. (10)

klinearARD(xi, xj ; {Σ}) =
D∑

d=1

σdx
d
i x

d
j . (11)

kratquadARD(xi, xj ; {θ, α, Σ}) = θ

(
1 +

1
2α

D∑

d=1

(xd
i − xd

j )2

σd
2

)−α

(12)

These type of kernels have a parameter that scales the input on each dimen-
sion, so the value of these parameters (i.e. the importance of each input) is
determinated while training.

For the first time series there is N = 354 and the prediction horizont is
h = 18. As said before, we use the indices of the time series as inputs, so
to predict next h values we only need to calculate the output for the inputs
N + 1, ..., N +h. To incorporate the exogeneous variables to inputs, the next 18
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values of them are needed. So we apply the same methodology of kernel creation,
and optimization of kernel parameters to use with weighted k-NN to get theses
values. Each exogeous variable is quite similar, having a period of length 12, so
we used the following kernels:

1. k1(xi, xj ; Θ1) = klinear(xi, xj ; Θ1) + k12−periodic(xi, xj ; Θ1)

2. k2(xi, xj ; Θ2) = kgauss(xi, xj ; Θ2) + k12−periodic(xi, xj ; Θ2)

3. k3(xi, xj ; Θ3) = kratquad(xi, xj ; Θ3) + k12−periodic(xi, xj ; Θ3)

The optimization of the kernel parameters is done with 50 iterations of VNS
as described in section 3.1. The results of the training can be shown in the tables
1 2.

kernel nrmse-loo time
1 3.234e+00 3.052e+01
2 4.338e+00 2.522e+01
3 4.494e+00 3.578e+01

Table 1: Final nrmse-loo values and time (seconds) of training for the exogeneous
variable 1 of first series.

kernel nrmse-loo time
1 1.938e+00 2.956e+01
2 3.934e+00 2.864e+01
3 1.926e+00 3.616e+01

Table 2: Final nrmse-loo values and time (seconds) of training for the exogeneous
variable 2 of first series.

The best kernel (with its parameters) according to mse-loo of training is used
in weighted k-NN to predict the next 18 values of each exogeneous variable.

So we have for each value of the time series to predict yt an input of three
dimension xt = (t, ex1t, ex2t), where t is a time index, ex1t and ex2t the values
of exogenous variables in time t. The kernels evaluated were the result of adding
to the ARD kernels 10, 11 and 12 a term that reflect a periodicity of the series
of length 12 (this term only works with the time index input). This kernels can
be shown below:

1. k1(xi, xj ; Θ1) = k12−periodic(xi, xj ; Θ1)
+ kgaussARD(x′

i, x
′
j ; Θ1)

2. k2(xi, xj ; Θ2) = k12−periodic(xi, xj ; Θ2)
+ klinearARD(x′

i, x
′
j ; Θ2)

3. k3(xi, xj ; Θ3) = k12−periodic(xi, xj ; Θ3)
+ kratquadARD(x′

i, x
′
j ; Θ3)
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The results obtained are shown in Table 3 and the real output and the output
of the kernel are represented in Figure 1.

kernel nrmse-loo time
1 1.290e+00 5.131e+01
2 2.314e+00 6.593e+01
3 2.314e+00 8.223e+01

Table 3: Final nrmse-loo values and time (seconds) of training for the first series.
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Fig. 1: Series 1 (dashed) and output of weighted k-nn for the selected kernel

As these results show, the prediction is not as accurate as desired so new
kernels that use only the time index were used for a new training:

1. k1(xi, xj ; Θ1) = klinear(xi, xj ; Θ1) + k12−periodic(xi, xj ; Θ1)

2. k2(xi, xj ; Θ2) = kgauss(xi, xj ; Θ2) + k12−periodic(xi, xj ; Θ2)

3. k3(xi, xj ; Θ3) = kratquad(xi, xj ; Θ3) + k12−periodic(xi, xj ; Θ3)

obtaining the results shown in Tabla 4 and the output of the best model is shown
in Figure 2.

3.3 Time series 2

The data provided for the second time series consist in 1300 values and the aim
is to predict the next 100. The time series 2 has two periods of lenght 354 and
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kernel nrmse-loo time
1 1.963e-01 6.052e+01
2 1.901e-01 6.189e+01
3 1.333e-01 7.258e+01

Table 4: Final nrmse-loo values and time (seconds) of training for the first series.
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Fig. 2: Series 1 (dashed) and output of selected model

7 respectively, therefore the following kernels, whose parameters were optimized
in the same way than in the previous time series, were applied:

1. k1(xi, xj ; Θ1) = klinear(xi, xj ; Θ1) + k7−periodic(xi, xj ; Θ1)
+ k364−periodic(xi, xj ; Θ1)

2. k2(xi, xj ; Θ2) = kgauss(xi, xj ; Θ2) + k7−periodic(xi, xj ; Θ2)
+ k364−periodic(xi, xj ; Θ2)

3. k3(xi, xj ; Θ3) = kratquad(xi, xj ; Θ3) + k7−periodic(xi, xj ; Θ3)
+ k364−periodic(xi, xj ; Θ3)

Table 5 shows the results of the executions and Figure 3 depicts the best
model obtained using the LOO.

3.4 Time series 3

For last time series, 31614 values were given with the intention of prediction
the next 200. The data were analyzed as in the previous cases showing a main
period of length 8736 and many smaller periods. We decided to use the bigger
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kernel nrmse-loo time
1 2.017e-01 2.521e+02
2 1.425e-01 2.805e+02
3 1.450e-01 3.205e+02

Table 5: Final nrmse-loo values and time (seconds) of training for the second
series.
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Fig. 3: Series 2 (dashed) and output of selected model

and the smaller, of length 7, periods. One of the challenges when trying to
apply the methodology was the large amount of memory and computational
effort that requires to work with 31614 values. Therefore, the algorithm k-NN
had to be parallelized in order to make practical it use in this case. In order to
speedup the training and reduce the memory requirements, the weighted k-NN
was parallelized by the distribution of the data among the different processes.
Each node compute the k nearest neighbours of an input to their local data, and
after that all nodes shares their results to get the k nearest neighbours to the
input of the distributed data set. Although the excution time was significantly
decreased, only 10 iterations of the VNS algorithm were made. For this time
series the kernels defined were:

1. k1(xi, xj ; Θ1) = klinear(xi, xj ; Θ1) + k7−periodic(xi, xj ; Θ1)
+ k8736−periodic(xi, xj ; Θ1)

2. k2(xi, xj ; Θ2) = kgauss(xi, xj ; Θ2) + k7−periodic(xi, xj ; Θ2)
+ k8736−periodic(xi, xj ; Θ2)
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3. k3(xi, xj ; Θ3) = kratquad(xi, xj ; Θ3) + k7−periodic(xi, xj ; Θ3)
+ k8736−periodic(xi, xj ; Θ3)

As for the previous time series, the results of the executions are in Table 6
and the output of the best model is represented in Figures 4.

kernel nrmse-loo time
1 2.281e+00 6.240e+04
2 1.858e+00 8.756e+04
3 1.691e+00 1.076e+05

Table 6: Final nrmse-loo values and time (seconds) of training for the third
series.
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Fig. 4: Series 2 (dashed) and output of selected model

4 Conclusions

The use of specific-to-problem kernels are strongly recommend in the literature of
kernel methods [1], but it require a deep understanding of the studied problem
and the kernels itself to be effective. This paper has presented the design of
specific kernel methods to predict 3 time series, during the experiments was
shown how a specialization and custom design of a kernel can be made. The
results obtained for each time series were coherent with the previous analysis of
them showing how the kernels were able to model the tendencies and periodicities
of each time series. Another element to remark is the utility of the parallel
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programming as an almost obligated use in order to obtain accurate results in a
reasonable time with big data sets.
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Abstract. This paper presents a working combination of input selection
strategy and a fast approximator for time series prediction. The input
selection is performed using Tabu Search with the Delta Test. The ap-
proximation methodology is called Optimally-Pruned k -Nearest Neighbors
(OP-KNN), which has been recently developed for fast and accurate regres-
sion and classification tasks. In this paper we demonstrate the accuracy of
the OP-KNN with the Tabu Search using the ESTSP 2008 Competition
datasets.

1 Introduction

The amount of information is increasing rapidly in many fields of science. It
creates new challenges for storing the massive amounts of data as well as to the
methods, which are used in the data mining processes. In many cases, when the
amount of data grows, the computational complexity of the used methodology
also increases. In this paper, we combine a clever way of selecting the input data
and a very fast approximation method for time series prediction task.

In the time series prediction the problem is prediction of future values based
on appropriate number of previous values in the series. This number can be
decided empirically with trial and error and/or by looking at the periodicity of
the series itself. Since the approximation model we are using is very fast, we
used both conditions upon decisions of good regressor sizes for the ESTSP 2008
competition datasets.

Further performance improvement can be achieved with adequate input se-
lection strategy. Delta Test is a nonparametric noise estimator which can be used
for that purpose [1]. Since exhaustive search is the only way to obtain global
optimum, but it is impractical to use with large datasets, a common strategy is
to rely on suboptimal Forward-Backward selection. To overcome the problem
of local optima we use Tabu Search, which incorporates additional memory and
can be extended with various heuristics.

After variable selection with Tabu Search using Delta Test as input selection
criterion, actual prediction is done with Optimally-Pruned k -Nearest Neighbors
(OP-KNN). It is based on the inspiring work on Extreme Learning Machine
(ELM) by Guang-Bin Huang et al. in [2] and on Optimally-Pruned ELM by
Yoan Miche et al. in [3]. Unlike the two previous methods, the OP-KNN is
deterministic and simple, while still retaining the speed of the ELM and the
accuracy of the OP-ELM. Since we are predicting several values ahead, we focus
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on using Direct Strategy [4] over Recursive for better long-term prediction ac-
curacy. The Direct Strategy includes building a separate model for every time
step. This also includes separate variable selection.

Section 2 presents the Tabu Search and the Delta Test estimation meth-
ods. In Section 3, the OP-KNN methodology is explained and finally, Section 4
presents the experimental results using ESTSP 2008 Competition benchmarks.

2 Tabu Search (TS)

Tabu Search [4] resembles the Forward-Backward Selection procedure [5], which
only continues along selections that improve the objective function. Tabu Search
tries to overcome the problem of local optima with additional use of memory and
by considering solutions which do not improve the objective function. Memory
is used to keep track of already visited solutions and those are prevented from
being explored again, as they are in tabu state, hence the name of the method.
On the other hand, there are no guarantees that the TS will find the global
optimum, but results found with it are usually better than the ones obtained
with plain greedy approach.

Consider the optimization problem f(x), x ∈ X, where f(x) is the objective
or cost function and x is one possible solution for the problem. The f(x) in
our case is the Delta Test. In the context of Tabu Search the neighborhood of
solution x, denoted N(x), plays an important role. N(x) is a set of solutions
reachable from x via transition moves.

The weakening of search criterion, moving to solutions with worse f values,
introduces a problem of cycles, and this is one of the reasons for using memory.
One part of memory is used to prevent already visited solutions in N(x) to
be explored again. Memory is divided into two parts, short term and long term
memory. The short term memory strategies are focused on directly modifying the
set of neighbors N(x). The long term memory strategies can include solutions,
which are not part of the N(x) and which can generate solutions based on the
attributes of the good solutions.

The simplest approach is to use only the short term memory, to mark solu-
tions already visited as tabu and to choose solutions from N(x) that have the
best f value. This approach is called Simple Tabu Search [4]. The neighborhood
N(x) will be influenced by the contents of the memory and the set will change
during the search. This is why the TS is sometimes called dynamic neighborhood
search technique. The size of solutions would make TS impractical to use and
it is much more efficient to store transition moves or some other attributes of
vector x.

In the case of variable selection, the neighborhood is easily formed by having
two solutions being neighbors if they disagree on the selection of exactly one
variable vk. The move that links these two neighbors is just flipping the state
of the variable vk. The size of the search space grows exponentially with the
dimensionality of the inputs and for a dataset with a lot of variables it is very
difficult to find optimal selection.
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2.1 Delta Test (DT)

Delta Test is a Nonparametric Noise Estimator based on a nearest neighbor
principle. The nearest neighbor of a point is defined as the (unique) point,
which minimizes a distance metric to that point. Distance metric is usually the
Euclidean distance, but other metrics can also be used.

In function approximation, we have a set of input points (xi)N
i=1 and as-

sociated scalar outputs (yi)N
i=1. The assumption is that there is a functional

dependence between them, but with an additive noise term yi = f(xi)+ εi. The
function f is assumed to be smooth, and the noise terms εi are independent and
identically distributed with zero mean. Noise variance estimation is the study of
how to give an a priori estimate for Var(ε) given some data without considering
any specifics of the shape of f .

Using the previous notation, the Delta Test is usually written as

Var(ε) ≈ 1
2N

N∑

i=1

(yi − yP (i))2,

where P (i) defines the nearest neighbor of xi in the input space. Hence, using
the DT, we consider the estimate of the noise as the mean of the differences in the
outputs associated with neighboring points (divided by 2). This is a well-known
and widely used estimator, and it has been shown for example in [6] that the
estimate converges to the true value of the noise variance in the limit N → ∞.

3 Optimally-Pruned k-Nearest Neighbors (OP-KNN)

The OP-KNN is similar to the OP-ELM [3], which is an original and efficient way
of training a feedforward neural network. The three main steps of the OP-KNN
are summarized in Figure 1.

Fig. 1: The three steps of the OP-KNN algorithm.

3.1 Single hidden Layer Feedforward Neural Network (SLFN)

The first step of the OP-KNN algorithm is similar to the original ELM: building
of a Single hidden Layer Feedforward Neural network. The idea of the ELM has
been proposed by Guang-Bin Huang et al. in [2].

In the context of a single hidden layer network, let us denote the weights
between the hidden layer and the output by b. Activation functions used with
the OP-KNN differ from the original SLFN choice since the original sigmoid
activation functions of the neurons are replaced by the k -Nearest Neighbors,
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hence the name OP-KNN. For the output layer, the activation function remains
as a linear function.

A theorem proposed in [2] states that the output weights b can be com-
puted from the hidden layer output matrix H: the columns hi of H are the
corresponding output of the k-nearest neighbors.

Finally, the output weights b are computed by b = H†y, where H† stands
for the Moore-Penrose inverse [7] and y = (y1, . . . , yM )T is the output.

The only remaining parameter in this process is the initial number of neurons
N of the hidden layer.

3.2 k-Nearest Neighbors (KNN)

The k-Nearest Neighbors model is a very simple, but powerful tool. It has been
used in many different applications and particularly in classification tasks. The
key idea behind the KNN is that similar training samples have similar output
values. In the OP-KNN, the approximation of the output is a weighted sum of
the outputs of the k-nearest neighbors as

ŷi =
k∑

j=1

bjyP (i,j),

where ŷi represents the output estimation, P (i, j) is the index of the jth nearest
neighbor of sample xi and b is the result of the Moore-Penrose inverse introduced
in the previous section.

3.3 Multiresponse Sparse Regression (MRSR)

For the removal of the useless neurons of the hidden layer, the Multiresponse
Sparse Regression proposed by Timo Similä and Jarkko Tikka in [8] is used. It
is an extension of the Least Angle Regression (LARS) algorithm [9] and hence
is actually a variable ranking technique, rather than a selection one.

An important detail shared by the MRSR and the LARS is that the ranking
obtained is exact in the case where the problem is linear. In our case this is true,
since the neural network built in the previous step is linear between the hidden
layer and the output. Therefore, the MRSR provides the exact ranking of the
neurons for our problem.

MRSR is hence used to rank the kernels of the model: the target is the
actual output yi while the ”variables” considered by MRSR are the outputs of
the k -nearest neighbors.

3.4 Leave-One-Out (LOO)

Since the MRSR only provides a ranking of the kernels, the decision over the
actual best number of neurons for the model is taken using a Leave-One-Out
method. One problem with the LOO error is that it can be very time consuming
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to calculate if the dataset has a high number of samples. Fortunately, the PRESS
(PREdiction Sum of Squares) statistics provides a direct and exact formula for
the calculation of the LOO error for linear models [10, 11]. The LOO error using
the PRESS statistics can be written as

εPRESS =
yi − hib

1 − hiPhT
i

,

where P is defined as P = (HT H)−1 and H as the hidden layer output matrix
defined in Section 3.1.

The final decision over the appropriate number of neurons for the model is
taken by minimizing the LOO error versus the number of neurons used (properly
ranked by the MRSR already).

4 Experiments

In the experiments, we are using the datasets of the ESTSP 2008 Competition.
The section is divided into three subsections and each presents one dataset. The
first dataset is explained more deeply and the latter two are less detailed.

What is common to all datasets is the selection of the initial regressor sizes
for the TS. The OP-KNN was used with several different regressor sizes with
all the variables and the ones with the smallest LOO errors were selected for
each dataset. For the dataset 3, also the periodicity of the data was taken
into account. The inputs and outputs are normalized before running the Tabu
Search.

After the selection of the initial regressor sizes, the Tabu Search with the
Delta Test as the cost function was used. The set of variables, which had the
lowest delta value, was selected individually for each prediction step. This means,
that the prediction strategy used was the Direct Strategy [5], where each pre-
diction step needs its own selection of variables and its own model to be built.

Tabu Search was implemented as a Simple Tabu Search, where only recent
moves, or changes of variables, were kept in memory. The memory was set to 1/5
of the dimensionality of samples. For example, for sample with 10 dimensions,
the memory size would be set to 2 so that only the last 2 applied moves are
considered tabu.

Stopping conditions for TS varied from one dataset to another due to the
different sizes of the initial regressors. After the selection of the variables, the
final model was obtained using the OP-KNN. All the data was used in the
training after the preliminary tests showed that the LOO and the test errors
behaved in the same way with each other.

4.1 Dataset 1: Multidimensionality

Dataset 1 consists of 3 time series with one of them being the target series, and
each of them have 354 values. All 3 series are shown in Figure 2 with the target
one being on the top of the figure.
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Fig. 2: Dataset 1. Top one is the series itself and the two lower ones are the
external series.

First step was the removal of the trend present in the target series by trans-
forming it using first order difference. The OP-KKN results showed that regres-
sor of size 20 is the optimum for the target series. From both external series we
chose 12 variables as extra inputs, based on the autocorrelations with the target
series. As the number of selected variables is lower than for the target series,
some of the values from the beginning of the two external series are removed.
The alignments of two external 12 variables are done in such a way so that we
always use the latest measurements as possible. Thus, the final regressor size
was 44 and the final number of training samples was 316.

Since the search space has 244 − 1 instances, the TS was run 24 times from
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random starting points with 1 hour each. Roughly 106 solutions were examined
in every run, a very small percentage of the whole space, and the found delta
value is probably not the global optimum. Figure 3 shows that the variable
selection with Tabu Search using Delta Test does improve overall performance
of the OP-KNN with respect to the LOO error. In the same figure the Delta
values found by the TS are also shown.
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Fig. 3: LOO errors of 18 OP-KNN models with all variables (dashed line) and
the selected variables with the Tabu Search (solid line). For comparison, also
the Delta Test values found with the Tabu Search (dot-dashed line).

The Delta Test gives an estimate that one can achieve in terms of the training
error without overfitting the model. Using the TS the LOO error was decreased
more than 25% with respect to the Delta value. The Delta values are fairly high
for this dataset (over 0.5), which suggests that the target series is very noisy,
and therefore, hard to predict.

The predictions for the 18 steps ahead are shown in Figure 4.
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Fig. 4: Prediction of 18 steps for target series of Dataset 1. Solid line represents
last known values and dashed one the prediction.

4.2 Dataset 2: Easy Sailing

Dataset 2 consists of 1300 values and it is shown in Figure 5.
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Fig. 5: Dataset 2.

Because the data seems to have two distinct levels, which changes just before
the timestep 600, we decided to normalize the dataset in two parts: first part
including the values before the 600 and the second part after it. At the same
time, we have the whole set normalized for the TS.

The initial regressor size for the TS was selected to 20, which leaves us with
roughly 1180 samples for the TS phase and the training of the OP-KNN. The
stopping criterion for the TS was set to 10 percent of the search space, where
the running times were around 1.5 hours for each prediction step.

The predictions for 100 steps ahead are shown in Figure 6.
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Fig. 6: Dataset 2 prediction of 100 steps ahead using the OP-KNN with Tabu
selected variables. Solid line represents the known values and the dashed one is
the prediction.

4.3 Dataset 3: Measurements Aplenty

Data 3 includes vast amount of data, more than 31 000 samples, shown in Figure
7.

Since the dataset had a clear periodicity of 24, we decided to cut the dataset
into slices of 24 rather than build the traditional regressor by taking the samples
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Fig. 7: Dataset 3.

using moving window through the dataset. After the slicing, our dataset has
roughly 1300 samples of 24 dimensions.

Because the dataset exhibits heavy long-term seasonality, we decided to use
sample-wise normalization and predict the normalized series, the means and the
standard deviations separately. It means that in order to get 200 step ahead
prediction for the original dataset, we needed to predict 200 steps for the nor-
malized samples and 9 steps ahead for the means and standard deviations to be
added and multiplied with the normalized prediction.

In the prediction of the normalized samples, we used two previous days as
the initial regressor size for the TS. Hence, we have a regressor size 48. For
the means and standard deviations the regressor size was selected to be 15. For
normalized samples we had only 1 run with TS lasting 6 hours, while for the
means and standard deviations the stopping criterion was 10 percent of solution
space (same as in Dataset 2).

After similar steps than with the dataset 1, we obtain the prediction for 200
steps shown in Figure 8.
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Fig. 8: Dataset 3 with the prediction of 200 steps using the OP-KNN with Tabu
selected variables. The solid line denotes the known values and the dashed one
the predicted.
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5 Conclusions

In this paper we have shown the efficiency of the combination of a clever and
adaptable input variable selection method, the Tabu Search, and a fast prediction
method, the OP-KNN.

The results are satisfying and obtained with a small calculation time. The
Tabu Search can be given a predefined amount of time for its search, which
covers the search space better than plain greedy methods. However, it is also
able to give acceptable results in reduced time, if necessary.

The OP-KNN is very fast to train and to use in the prediction task. The
accuracy of the method can be improved with input selection, which on the other
hand will increase the total calculation time. This creates the need for fast input
selection methodology.

For further work, the Tabu Search will be improved in terms of speed and used
heuristics with better finetuning for different datasets. The OP-KNN method-
ology will be tested more extensively with different input selection methods as
well as with different regression tasks.
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Abstract.  This paper is about applying recurrent least squares support vector 
machines (LS-SVM) on three ESTSP08 competition datasets. Least squares 
support vector machines are used as nonlinear models in order to avoid local 
minima problems. Then prediction task is re-formulated as function approximation 
task. Recurrent LS-SVM uses nonlinear autoregressive exogenous (NARX) model 
to build nonlinear regressor, by estimating in each iteration the next output value, 
given the past output and input measurements.   

1 Introduction  

Support Vector Machines (SVM) is a powerful methodology for solving problems in 
nonlinear classification, function estimation and density estimation [4]. It has been 
originally introduced within the context of statistical learning theory and structural 
risk minimization. These methods use quadratic programming to solve convex 
optimization problems [1]. Least Square Support Vector Machines (LS-SVM) are re-
formulation to the standard SVM [6,7]. In this paper, recurrent least squares support 
vector machines are used as nonlinear models in order to avoid local minima 
problems [4,8]. The cost function is a regularized least squares function with equality 
constraints, leading to linear Karush-Kuhn-Tucker systems [4,7,8]. LS-SVMs are 
closely related to regularization networks and Gaussian processes [6,9]. Accurate 
prediction of nonlinear time series is very important in many fields: wind power 
systems, seismology, econometrics, industrial process automation systems, 
biomedicine, life sciences and etc. The main difficulty is lack of sufficient and 
necessary information for an accurate prediction. The challenge in the field of time 
series prediction is the long-term prediction, where typically more than 100 steps 
ahead ought to be predicted. Long-term prediction methods must solve many 
problems because of accumulation of errors, noise and perturbations from the 
environment. This paper is organized as follows.  In Section 2, main principle of LS-
SVM for nonlinear function estimation is presented. Section 3 presents how recurrent 
LS-SVM and nonlinear autoregressive exogenous (NARX) models are used for 
nonlinear regression and prediction. Section 4 presents ESTSP08 3 datasets and  
results.  Section 5 concludes with some final remarks and pointers to further works. 
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2 Least-squares support vector machines for nonlinear function 
estimation  

For a given training set of N data points {xk, yk} with xk as n-dimensional input and yt 
as 1-dimensional output, feature space SVM models take the form [3,5]: 
     
    y(x) = ! T )(x" + b, 
 
where the nonlinear mapping "(.) maps the input data into a higher dimensional 
feature space. In least-squares support vector machines (LS-SVM) for nonlinear 
function estimation, the following optimization problem is formulated: 
                N 
    min J(! , e) = ½ ! T! + #  ½ $ek

2 , 
    e,!             k=1 
subject to equality constraints: 
 
    y(x) =  ! T"(x) + b + ek , k=1, …, N 
 
and the solution is: 
               N 
    h(x) = $%iK(x, xi) + b 
               i=1 
 
In the above equations, i refers to the index of a sample and K(x, xi) is the Kernel 
function defined as the dot product between the "(x)T and "(x). In this paper, 
Gaussian kernels are used: 
 
    K(x, xi) = exp { !!x-xi!!2 / &2 }  
 
The model hyperparameters & and " are trained and optimized according to  [2,7,8]. 

3 Recurrent least-squares support vector machines  

To predict more than 100 steps ahead values of time series, recurrent least-squares 
support vector machines can be used [3,5]. It uses the predicted values as known data 
to predict the next ones. The recurrent LS-SVM model can be constructed by first 
making one-step ahead prediction: 
 
    yt+1’ = f1(yt, yt-1, …, yt-M+1) 
 
where M denotes the number of inputs and yt+1’ denotes predicted value. The 
regressor of the model is defined as the vector of inputs: yt, yt-1, …, yt-M+1. To predict 
the next value, the same model is used: 
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    yt+2’ = f1(yt+1’, yt, yt-1, …, yt-M+1) 
 
   In this equation, the predicted value of yt+1’ is used instead of the true value, which 
is unknown. Then, for the H-steps ahead prediction, yt+2 to yt+H’ are predicted 
iteratively. When the regressor length M is larger than H, there are M-H real data in 
regressor to predict Hth step. When H exceeds M, all inputs are predicted values.  
 
   Nonlinear autoregressive exogenous (NARX) models are built based on nonlinear 
regression by estimating in each iteration the next output value, given the past output 
and input measurements. A dataset is converted into a new input (past measurements) 
by function windowize. Prediction is done by the function predict, iteratively in 
recurrent mode, and next output is computed, based on the previous predictions and 
starting values [2]. 

4 ESTSP08 times series datasets and results  

4.1   Time Series 1 

  Function estimation is done for the 3rd variable only, which has 354 data points. 
Then prediction is computed in recurrent mode for the next 18 values. The recurrent 
LS-SVM model is trained and fine-tuning of hyperparameters #2 and " was done with 
cross-validation, according to [2]. 

 
 

 
Figure 1: Function Estimation of Time Series 1 
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Figure 2: Prediction of next 18 data values for Time Series 1 

4.2   Time Series 2 

   Nonlinear function estimation is done for the 1300 data points. Then prediction is 
computed in recurrent mode for the next 100 data values. The recurrent LS-SVM 
model is trained and fine-tuning of hyperparameters #2 and " was done with cross-
validation, according to [2].  
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Figure 3: Function Estimation of Time Series 2 
 

 

Figure 4:  Prediction of next 100 data values for Time Series 2  
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4.3.   Time Series 3 

   Nonlinear function estimation is done for the 3900 data points, which is sufficient 
for the accurate estimation. Then prediction is computed for the next 200 data values. 
Figure 5 shows nonlinear function estimation for 3900 data points and Figure 6 shows 
prediction of next 200 data values. The rationale for truncating the original dataset is 
that after testing various lower bounds, the best candidate lower bound converged to 
3900 data points [10]. This lower bound captured all necessary fluctuations and 
dynamics in the original dataset. The recurrent LS-SVM model is trained and fine-
tuning of hyperparameters #2 and " was done with cross-validation, using Matlab and 
LS-SVMlab Toolbox. Details can be found in [2]. 

 

 

Figure 5:  Function Estimation of Time Series 3 
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Figure 6: Prediction of next 200 data values for Time Series 3 

5 Conclusion 

This paper presents solutions for the long-term predictions of ESTSP08 datasets. LS-
SVM was chosen for modeling nonlinear time series, because of its ability to avoid 
local minima problems. The prediction task was re-formulated as the nonlinear 
function estimation task. The predictions were computed using recurrent least squares 
support vector machines.   

The recurrent least squares support vector machine iteratively predicts next output, 
based on the previous predictions and starting values. The time series 3 dataset was 
truncated to 3900 points, which was obtained as satisfactory lower bound for 
capturing all underlying fluctuations and dynamics in the original dataset. 

In further works:  

- research on parallelization of recurrent LS-SVM models will be done,  

- on-line implementation of recurrent LS-SVM for continuous data analysis of 
industrial processes and measurements.  
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Abstract. In the context of a previously proposed methodology frame-
work for time series prediction, we use a clustering technique in order to
identify fuzzy inference systems for the regressive modeling of time series.
We propose a modified version of the method for the identification of fuzzy
rules based on the subtractive clustering method proposed by Chiu. The
proper number of rules is derived from an a priori nonparametric residual
variance estimate that is also used for an initial input selection stage. In
addition, systems are optimized through the Levenberg-Marquardt second
order method. The proposed method is applied to the three datasets of
the ESTSP´08 competition and the results are discussed.

1 Introduction

In the context of a previously proposed methodology framework for time series
prediction [1], we propose a time series prediction method intended to be fast and
robust against noise and perturbations. In this paper, we develop a method for
regressive time series prediction by means of fuzzy inference systems. We will
call fuzzy autoregressors those autoregressors implemented as fuzzy inference
systems. This is not to be confused with what is usually called fuzzy regression
in the literature [2]. The method proposed here is intended to apply to crisp
time series.

In practice, one finds two problems when building a fuzzy inference model
for a time series: choosing the inputs and identifying the structure of the sys-
tem. Here, the first problem is addressed by means of an a priori feature se-
lection scheme based on nonparametric residual variance estimation [3]. The
second problem is adressed by an identification method based on clustering tech-
niques [4].

We introduce the use of clustering methods within the aforementioned method-
ology and propose an scheme for identifying fuzzy inference systems by means of
the subtractive clustering method. This new approach to identification within
the methodology has been found to attain an accuracy similar to that of the grid
partition based method analyzed in [1].

∗This work has been supported in part by project TEC2005-04359/MIC from the Span-
ish Ministry of Education and Science as well as project TIC2006-635 and grants IAC07-I-
0205:33080 and IAC08-II-3347:56263 from the Andalusian regional Government.
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The proposed method, implemented in the Xfuzzy environment [5, 6], is
applied to the three datasets of the ESTSP´08 time series competition. To this
end, we extend the original methodology framework to multivariate time series
prediction. A simple downsampling is applied in order to speed up the prediction
of one of the datasets.

The next section describes nonparametric residual variance estimation. In
section 3, we describe the method used for fuzzy systems identification based
on cluster estimation. In section 4, an automatic time series prediction method
is proposed. This method is applied to the three datasets of the ESTSP´08
competition in section 5.

2 Nonparametric Residual Variance Estimation: Delta Test

Nonparametric residual variance estimation (or nonparametric noise estimation,
NNE) is a well-known technique in statistics and machine learning, finding many
applications in nonlinear modeling [3]. Delta Test (DT) is a NNE method for
estimating the variance of the noise, or the lowest mean square error (MSE) that
can be achieved by a model without overfitting the training set [3]. Given N
multiple input-single output pairs, (x̄i, yi) ∈ RM ×R, the theory behind the DT
method considers that the mapping between x̄i and yi is given by the following
expression:

yi = f(x̄i) + ri,

where f is an unknown perfect fitting model and ri is the noise. DT is based
on hypothesis coming from the continuity of the regression function. When two
inputs x and x′ are close, the continuity of the regression function implies that
outputs f(x) and f(x′) will be close enough. When this implication does not
hold, it is due to the influence of the noise.

Let us denote the first nearest neighbor of the point x̄i in the set {x̄1, . . . , x̄N}
by x̄NN . Then the DT, δ, is defined as follows:

δ =
1

2N

N
∑

i=1

∣

∣yNN(i) − yi

∣

∣

2
,

where yNN(i) is the output corresponding to x̄NN(i). For a proof of convergence,
refer to [7].DT has been shown to be a robust method for estimating the lowest
possible mean squared error (MSE) of a nonlinear model without overfitting. DT
is useful for evaluating nonlinear correlations between random variables, namely,
input and output pairs. This method will be used for a priori input selection.

3 Identification of Fuzzy Systems via Subtractive Cluster-
ing

The results of fixed clustering algorithms heavily depend on its initialization
stage. To overcome this, the subtractive clustering method [8] was proposed as
a modification to the mountain method for approximate estimation of cluster
centers by Yager and Filev [9], where the the notion of potential of a cluster was
introduced.
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The method requires the initialization of two parameters: neighborhood ra-
dius and maximum number of clusters to be identified. The algorithm for clus-
ter identification as implemented in version 3.2 of the Xfuzzy environment [5, 6]
comprises the following steps:

1. Data in the input pattern, considered as a set of input vectors x̄i in an
M + 1 dimensional space with i = 1 . . . N , are normalized so that every
scalar value falls within the [0, 1] range.

2. An initial potential, Pi, is assigned to each input vector:

Pi =
N

∑

j=1

e−α‖x̄i−x̄j‖
2

,

where α = 4
r2

a
, with ra being the neighborhood radius, a parameter that

specifies the radius beyond which points have a negligible influence on each
datum. The euclidean norm is used.

3. The input vector with the highest potential, v̄s with potential Ps, is selected
as the center of a cluster.

4. v̄s is removed from the input pattern set, and the potencial for the remain-
ing vectors is recomputed according to the following expression:

Pi|new = Pi|old − Ps · e
−β‖x̄i−v̄s‖

2

,

where β = 4
r2

b

and rb is a positive constant with value 1.25 · ra. Thus, an

amount of potential as a function of its distance from the identified cluster
is subtracted from each input vector. This way, those patterns near the
identified cluster center will have a lower chance of being selected as a new
cluster center in next iterations.

5. Stop conditions are checked. The first condition to be considered is:

Pi|new < ε · Ps

Thus, ε is a parameter key to the performance of the incremental clustering
algorithm. The higher ε is, the less clusters will be identified. A common
accepted value for ε is 0.15.The second stop condition is an a priori specified
maximum number of clusters. If no stop condition holds, a new iteration
is started from step 3.

Once the clustering algorithm has finished and Q clusters have been iden-
tified, a fuzzy inference system is generated with Q rules. These clusters are
considered as prototypes or models of the whole input pattern sequence. First,
values are denormalized. For simplicity, let us consider a multiple scalar input,
single scalar output where the input patterns to the clustering algorithm consist
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of M inputs and one output. Let us call ci the denormalized values correspond-
ing to each v̄s identified cluster center. A rule is generated for each identified
cluster. If a cluster has the following general form:

cj : (aj
1, . . . , aj

M+1), with j = 1, . . . , Q,

where aj
M+1 corresponds to the output (y) of a fuzzy inference model whereas

the aj
1, . . . , aj

M correspond to the inputs (x1, . . . , xM ) to the fuzzy model. For
each cluster, the matching rule is generated with the following form:

IF x1 is Aj
1 AND x2 is Aj

2 AND . . . AND xM = Aj
M THEN y is Aj

M+1,

where Aj
i are linguistic terms. Thus, Q different membership functions are gen-

erated for each input and output variable. Gaussian input membership functions
are defined centered in the corresponding components of the cluster centers, i.e.,
the aj

i values are the centers of the Aj
i linguistic terms. The width is set as a

constant value based on the neighborhood radius. Output membership functions
are defined as singleton functions centered in the corresponding component of
the cluster centers (aj

M+1) as well.

4 Method for Time Series Prediction with Fuzzy Inference
Systems

Consider a discrete time series as a vector, ȳ = y1, y2, . . . , yt−1, yt that represents
an ordered set of values, where t is the number of values in the series. The
problem of predicting one future value, yt+1, using an autoregressive model
(autoregressor) with no exogenous inputs can be stated as follows1:

ŷt+1 = fr(yt, yt−1, . . . , yt−M+1),

where ŷt+1 is the prediction of model fr and M is the number of inputs to the
regressor.

Predicting the first unknown value requires building a model, fr, that maps
regressor inputs (known values) into regressor outputs (predictions). When a
prediction horizon higher than 1 is considered, the unknown values can be pre-
dicted following two main strategies: recursive and direct prediction.

With the recursive strategy, the same model is applied iteratively, using pre-
dictions as known data to predict the next unknown values. It is the most simple
and intuitive strategy and does not require any additional modeling after an au-
toregressor for 1 step ahead prediction is built. However, recursive prediction
suffers from accumulation of errors.

Direct prediction requires that the process of building an autoregressor be
applied for each unknown future value. Thus, for a maximum prediction horizon
H, H direct models are built, one for each prediction horizon h:

ŷt+h = fh(yt, yt−1, . . . , yt−M+1), with 1 ≤ h ≤ H

1For simplicity, exogenous inputs are not considered here. The generalization to models
with exogenous inputs is straightforward and will be addressed in section 5
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In this paper, we follow the direct prediction strategy. In order to build each
autoregressor, a fuzzy inference system is defined as a mapping between a vector
of crisp inputs, and a crisp output. We use the following operators: minimum
t-norm for conjunction and implication (or, more precisely, joint constraint) op-
erators, and fuzzy mean as defuzzification method. Thus, the Mamdani inference
model is followed. In this particular case a fuzzy autoregressor with M inputs
for prediction horizon h is formulated as:

Fh(ȳ) =

Qh
∑

l=1

min

(

µRh
l
, min
1≤v≤M

µLi,h
l

(yv)

)

Qh
∑

l=1

min
1≤v≤M

µLi,h
l

(yv),

where Qh is the number of rules (identified clusters) in the rulebase for horizon
h. µLi,h

l
are gaussian membership functions for the input linguistic labels and

µRh
l

are singleton membership functions, both derived from clusters as specified
in section 3.

The problem of building a regressor can be precisely stated as that of defin-
ing a proper number and configuration of membership functions and building
a fuzzy rulebase from a data set of t sample data from a time series such that
the fuzzy systems Fh(ȳ) closely predict the h−th next values of the time series.
The error metric to be minimized is the mean squared error (MSE). We propose
a method in which a fuzzy inference system is defined for each prediction hori-
zon throughout the stages shown in figure 1. These stages are detailed in the
following subsections.

4.1 Variable Selection

As first step in the methodology, DT estimates are employed so as to perform
an a priori selection of the optimal subset of inputs from the initial set of M
inputs, given a maximum regressor size M . Variable selection requires a selection
criterion. We use the result of the DT applied to a particular variable subset
selection as as a measure of the goodness of the selection. The input selection
that minimizes the DT estimate is chosen for the next stages. This way, the set
of selected variables is the one that represents the mapping between inputs and
outputs in the most deterministic manner.

In addition, a selection procedure is required. For medium regressor sizes (up
to around 10-20) , an exhaustive evaluation of DT for all the possible selections
(a total of 2M − 1) is feasible. We will call this procedure exhaustive DT search.
Its main advantage is that the optimal selection is found. For higher regressor
sizes, forward-backward search of selections (FBS) [10] can be used. Although
this procedure does not guarantee optimality, it provides a convenient balance
between performance and computational requirements.
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Fig. 1: Methodology Framework for Time Series Prediction.

4.2 System Identification and Optimization

This stage comprises three substages that are performed iteratively and in a
coordinated manner. The process is driven by the third substage until a system
that satisfies a condition on the training error derived from the DT estimate is
built.

Substage 2.1: System identification. In this substage, the structure of the
inference system (linguistic labels and rule base) is defined. The off-line clus-
tering algorithm described in section 3 is used. In general, for fuzzy systems
identification, one or more parameters are required that specify the potential
complexity of the inference system. Thus, the desired boundaries of complexity
for the systems being built are additional inputs to the process.

Besides other differences, the original method proposed by Chiu for the iden-
tification of fuzzy rules based on subtractive clustering [8] requires to set the
maximum number of clusters in advance. Here, we overcome this limitation by
using the DT estimates as an estimation of the optimal training error of the
system. Since the training error is non-monotonic with the number of clusters,
an exploration has to be performed. Systems are explored in an increasing order
of complexity, from the lowest possible number of clusters up to a maximum
specified as complexity boundary. Thus, the inital second stop condition of the
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algorithm is replaced by a check of the training error against the DT estimate.
This iterative identification process for increasing number of clusters stops

when a system is built such that the training error is lower than the DT estimate.
The selection is made in the third stage by comparing the error after the next
(optimization) stage.

Substage 2.2: System optimization. We consider an additional optimization
step in the methodology as a substage separated from the identification substage.
The Levenberg-Marquardt second order optimization method [11], driven by the
normalized MSE (NMSE) is used. All the parameters of the membership func-
tions of every input and output are adjusted using the algorithm implementation
in the Xfuzzy development environment [12], i.e., self-tuning inference systems
are defined.

Substage 2.3: Complexity selection. As last step, the complexity of the
fuzzy autoregressors (measured as the number of clusters or rules) is selected
depending on the DT estimate. The first (simplest) system that falls within the
error range defined by the DT-NNE is selected.

5 Application to the ESTSP´08 Competition Datasets

The three datasets of the ESTSP´08 time series competition are analyzed in
the next sections. The datasets of the competition are used as training sets for
building predictive models without applying any preprocessing technique. Con-
sidering the universal approximation capability of the models used and our pre-
vious experience with the prediction methodology, no preprocessing is required
to capture nonlinear dynamics in general. For dataset 2, the methodology de-
scribed above is applied. For dataset 1, we extend the methodology in order
to cope with multivariate series. For dataset 3, we use a simple downsampling
technique in order to provide a fast approach to predicting large and noisy time
series.

5.1 Dataset 2

Dataset 2 is a univariate time series consisting of 1300 samples. The next 100
values are to be predicted. Figure 2 shows the known values together with the
next 100 values as predicted through the method presented above.

5.2 Dataset 3

Dataset 3 is a univariate time series consiting of 31614 samples. The next 200
values are to be predicted. The series exhibits a high noise level or amount of
highly unpredictable events. As the competition encourages the submission of
fast methods, and under the assumption that predicting these events is not a
goal in the application field of dataset 2, we simplify the problem by using a
basic linear temporal aggregation scheme. It is well known that increasing the
level of aggregation increases the signal to noise ratio. We note though that
other more advanced preprocessing techniques, such as wavelet multiresolution
analysis, could provide better results.
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(b) Last 100 known values followed by 100 pre-
dicted values (dashed line)

Fig. 2: Dataset 2: Known 1300 samples and next 100 predicted samples.

Let yt be the time series for dataset 2, we will analyze y10
t , the 10th order

non-overlapping temporal aggregation of yt performed by computing average
values for each term. In general, an aggregate time series is defined as

yagg(A)
t =

A
∑

j=0

wjyt−j

This is a linear combination of current and past values of yt. For dataset 3,
we set A = 9 and wj = 1/10. This way, we will apply the proposed prediction
method on the dataset 3 series at a higher timescale. For the competition, the
original task of predicting the next 200 values of yt is replaced by the prediction

of the next 20 values of yagg(10)
t . Then, the next 200 values of the original time

series are derived by a simple cubir spline interpolation technique. Figure 3
shows the known values of the time series together with the next 200 predicted
values.
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Fig. 3: Dataset 3: Known 31614 samples and next 200 predicted samples.

5.3 Dataset 1

Dataset 1 is a multivariate time series consisting of 3 variables. Let us call these
variables y1, y2 and y3 for the first, second and third columns of the dataset file,
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respectively. The next 18 values of y3 are to be predicted.
We outline an extension of the proposed method for regression with exoge-

nous inputs. By using a linear projection technique, we define a straightforward
extension that also allows for considering a higher number of past known values
as inputs to the regressors.

The projection to latent structures/partial least squares (PLS) technique [13]
is used in order to generate a linear projection of an initial input-output regres-
sion matrix derived from dataset 1 into a lower dimensional set that is used for
input selection and model building. An NxM matrix of linearly projected input
variables is generated using PLS on the initial regression matrix, where N is the
number of original samples of the time series and M is the desired dimension of
the projected input space.

The set of three variable-specific regressor sizes, M1,M2 and M3, was ex-
plored within reasonable limits considering that the dataset does not have a high
number of samples. The sizes that minimize the DT estimate after projection of
the initial set are chosen. M was set to 10 and the following values were chosen:
M1 = 0,M2 = 20 and M3 = 30. Figure 4 shows the known values of the time
series for y3 together with the predicted next 18 values.
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Fig. 4: Dataset 1: Known 354 samples of the third variable and next 18 predicted
samples.

5.4 Discussion

As a major advantage over usual prediction techniques, the proposed method
can be used in order to understand the dynamics underlying these datasets with
a simplicity-accuracy tradeoff under the direct control of the user of a time series
prediction tool. Each rule can be interpreted as a linguistic map between regions
of interest of the input and output spaces.

The joint use of a robust technique for NNE and input selection as well as the
optimization of models through supervised learning allows for the development
of accurate models while keeping the number of clusters low. Rules are ordered
by significance, from the main underlying dynamics to the minor details. For the
competition, no regressor required more than 16 rules, with an average number
of rules below 10. As an example, for the 20 models built for dataset 3, between
5 and 7 inputs are selected out of 10 for the 18 models built, with 5.9 variables
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selected on average. Between 2 and 26 rules are identified for each model, with
5.8 rules on average. In practice, according to our experience, systems built
with the proposed method have a very low number of rules while attaining a
high accuracy for a number of time series benchmarks [1].

6 Conclusion

We have proposed an automatic method for long-term time series prediction
by means of fuzzy inference systems. Regressive inference systems are identi-
fied by a variant of the subtractive clustering algorithm that uses nonparametric
residual variance estimates together with the Levenberg-Marquardt second order
optimization algorithm in order to set the proper number and configuration of
clusters and rules. The method is fast and provides linguistically interpretable
models with an adjustable simplicity-accuracy tradeoff. Projection and down-
sampling techniques have been applied in combination with the proposed method
to the ESTSP´08 competition datasets.
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Abstract. In this paper we build global NARX (Nonlinear Auto-
Regressive with eXogenous variables) models from multiple local linear
ARX models whose state spaces have been partitioned through Kohonen’s
Self-Organizing Map. The studied models are evaluated in the task of
identifying the inverse dynamics of a flexible robotic arm. Simulation re-
sults demonstrate that SOM-based multiple local ARX models perform
better than a single ARX model and an MLP-based global NARX models.

1 Problem Formulation

Several complex dynamical systems which can be described by the NARX model:

y(t) = f [y(t − 1), . . . , y(t − ny); u(t), u(t − 1), . . . , u(t − nu + 1)], (1)

where ny and nu are the (memory) orders of the dynamical model. In words,
Eq. (1) states that the system output y at time t depends, on the past ny output
values and on the past nu values of the input u. In many situations, it is also
desirable to approximate the inverse mapping of a nonlinear plant, given by

u(t) = f−1[y(t − 1), . . . , y(t − ny); u(t − 1), . . . , u(t − nu)]. (2)

In system identification, the goal is to obtain estimates of f(·) and/or f−1(·)
from available input-output time series data {u(t), y(t)}M

t=1.
SOM-based local dynamic modeling and control approaches have been suc-

cessfully applied to complex system identification and control tasks [1, 2, 3, 4, 5],
but these contributions still remain widely unknown by the Machine Learning
and Statistics communities. In this paper, we compare the performances of sys-
tem identification techniques which rely on the self-organizing map (SOM) [6]
for local function approximation. To the best of our knowledge, such an eval-
uation has not been reported elsewhere. In this sense, this is one of the main
contributions of this paper.

For the SOM and other unsupervised networks to be able to learn dynamical
mappings, they must have some type of short-term memory (STM) mechanism.
That is, the SOM should be capable of temporarily storing past information
about the system input and output vectors. There are several STM models, such

∗The authors thank FUNCAP (grant #1469/07) and CAPES/PRODOC for the financial
support.
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as delay lines, leaky integrators, reaction-diffusion mechanisms and feedback
loops [7, 8], which can be incorporated into the SOM to allow it to approximate
a dynamical mapping f(·) or its inverse f−1(·). In order to draw a parallel with
standard system identification approaches, we limit ourselves to describe the
VQTAM approach in terms of time delays as STM mechanisms.

The remainder of the paper is organized as follows. In Section 2, SOM
architecture and its learning process are described. In Section 3, two SOM-based
local ARX models are introduced. Simulations and performance are presented
in Section 4. The paper is concluded in Section 5.

2 The Self-Organizing Map

The SOM is composed of two fully connected layers: an input layer and a com-
petitive layer. The input layer simply receives the incoming input vector and
forwards it to the competitive layer through weight vectors. The goal of SOM is
to represent the input data distribution by the distribution of the weight vectors.
Competitive learning drives the winning weight vector to become more similar to
the input data. Throughout this paper, we represent the weight vector between
input layer and neuron i as

wi = (wi,1, wi,2, . . . , wi,j , . . . , wi,p)T , (3)

where wi,j ∈ R denotes the weight connecting node j in the input layer with
neuron i, and p, is the dimension of the input vector. In what follows, a brief
description of the original SOM algorithm is given.

Firstly we use Euclidean distance metric to find the current winning neuron,
i∗(t), as given by the following expression:

i∗(t) = arg min
∀i∈A

‖x(t) − wi(t)‖ (4)

where x(t) ∈ Rp denotes the current input vector, wi(t) ∈ Rp is the weight
vector of neuron i, and t denotes the iterations of the algorithm. Secondly, it
is necessary to adjust the weight vectors of the winning neuron and of those
neurons belonging to its neighborhood:

wi(t + 1) = wi(t) + α(t)h(i∗, i; t)[x(t) − wi(t)] (5)

where 0 < α(t) < 1 is the learning rate and h(i∗, i; t) is a gaussian weighting
function that limits the neighborhood of the winning neuron:

h(i∗, i; t) = exp
(
−‖ri(t) − ri∗(t)‖2

2σ2(t)

)
(6)

where ri(t) and ri∗(t), are respectively, the positions of neurons i and i∗ in
a predefined output array where the neurons are arranged in the nodes, and
σ(t) > 0 defines the radius of the neighborhood function at time t.
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The variables α(t) and σ(t) should both decay with time to guarantee con-
vergence of the weight vectors to stable steady states. In this paper, we adopt
an exponential decay for both, given by:

α(t) = α0

(
αT

α0

)(t/T )

and σ(t) = σ0

(
σT

σ0

)(t/T )

(7)

where α0 (σ0) and αT (σT ) are the initial and final values of α(t) (σ(t)), respec-
tively. The operations defined by Eqs. (4) and (7) are repeated until a steady
state of global ordering of the weight vectors has been achieved. In this case, we
say that the map has converged.

The resulting map also preserves the topology of the input samples in the
sense that adjacent input patterns are mapped into adjacent neurons on the
map. Due to this topology-preserving property, the SOM is able to cluster input
information and spatial relationships of the data on the map. This clustering
ability of the SOM has shown to be quite useful for the identification of nonlinear
dynamical systems [9]. However, the number of neurons required by the SOM
to provide a good approximation of a given input-output mapping is very high,
specially when compared to the MLP and RBF neural networks. To alleviate
this limitation of the plain SOM algorithm to some extent, we introduce two
SOM-based multiple local ARX models.

3 Multiple Local ARX Models Based on the SOM

In this section, we describe two approaches to the system identification problem
that use the SOM as a building block. The basic idea behind both is the par-
titioning of the input space into non-overlapping regions, called Voronoi cells,
whose centroids correspond to the weight vectors of the SOM. Then an inter-
polating hyperplane is associated with each Voronoi cell or to a small subset of
them, in order to estimate the output.

3.1 Local Linear Mapping

The first architecture to be described is called Local Linear Mapping (LLM) [10].
The basic idea of the LLM is to associate each neuron in the SOM with a
conventional FIR/LMS linear filter. The SOM array is used to quantize the input
space in a reduced number of prototype vectors (and hence, Voronoi cells), while
the filter associated with the winning neuron provides a local linear estimator of
the output of the mapping being approximated.

Thus, for the inverse modeling task of interest, each input vector x(t) ∈ Rp+q

is defined as

x(t) = [u(t − 1), . . . , u(t − q); y(t − 1), . . . , y(t − p)]T . (8)

Clustering (or vector quantization) of the input space X is performed by the
LLM as in the usual SOM algorithm, with each neuron i owning a prototype
vector wi, i = 1, . . . , N .
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Additionally, there is a coefficient vector ai ∈ Rp+q associated to each weight
vector wi, which plays the role of the coefficients of an (linear) ARX model:

ai(t) = [bi,1(t), . . . , bi,q(t), ai,1(t), . . . , ai,p(t)]T . (9)

The output value is provided by one of the local ARX model as follows

û(t) =
q∑

k=1

bi∗,k(t)u(t − k) +
p∑

l=1

ai∗,l(t)y(t − l)

= aT
i∗(t)x(t), (10)

where ai∗(t) is the coefficient vector associated with the winning neuron i∗(t).
From Eq. (10), one can easily note that the coefficient vector ai∗(t) is used to
build a local linear approximation of the output of the desired nonlinear mapping.

Since the adjustable parameters of the LLM algorithm are the set of proto-
type vectors wi(t) and their associated coefficient vectors ai(t), i = 1, 2, . . . , p+q,
we need two learning rules. The rule for updating the prototype vectors wi fol-
lows exactly the one given in Eq. (5). The learning rule of the coefficient vectors
ai(t) is an extension of the normalized LMS algorithm, that also takes into
account the influence of the neighborhood function h(i∗, i; t):

ai(t + 1) = ai(t) + α′h(i∗, i; t)∆ai(t), (11)

where 0 < α′ $ 1 denotes the learning rate of the coefficient vector, and ∆ai(t)
is the error correction rule of Widrow-Hoff, given by

∆ai(t) =
[
u(t) − aT

i (t)x(t)
] x(t)
‖x(t)‖2

, (12)

where u(t) is the desired output of the inverse mapping being approximated.

3.2 Prototype-Based Local Least-Squares Model

The algorithm to be described in this section, called K-winners SOM (KSOM),
was originally applied to nonstationary time series prediction [5]. In this paper
we aim to evaluate this architecture in the context of nonlinear system identi-
fication. For training purposes, the KSOM algorithm depends on the VQTAM
(Vector-Quantized Temporal Associative Memory) model [9], which is a simple
extension of the SOM algorithm that simultaneously performs vector quantiza-
tion on the input and output spaces of a given nonlinear mapping.

In the VQTAM model, the input vector at time step t, x(t), is composed of
two parts. The first part, denoted xin(t) ∈ Rp+q, carries data about the input
of the dynamic mapping to be learned. The second part, denoted xout(t) ∈ R,
contains data concerning the desired output of this mapping. The weight vector
of neuron i, wi(t), has its dimension increased accordingly. These changes are
formulated as follows:

x(t) =
(

xin(t)
xout(t)

)
and wi(t) =

(
win

i (t)
wout

i (t)

)
, (13)

218



where win
i (t) ∈ Rp+q and wout

i (t) ∈ R are, respectively, the portions of the weight
(prototype) vector which store information about the inputs and the outputs of
the desired mapping. Depending on the variables chosen to build the vector
xin(t) and scalar xout(t) one can use the SOM algorithm to learn the forward or
the inverse mapping of a given plant (system). For instance, if the interest is in
inverse identification, then we define

xin(t) = [u(t−1), . . . , u(t−q); y(t−1), . . . , y(t−p)]T and xout(t) = u(t). (14)

The winning neuron at time step t is determined based only on xin(t), i.e.

i∗(t) = arg min
∀i∈A

{‖xin(t) − win
i (t)‖}. (15)

For updating the weights, however, both xin(t) and xout(t) are used:

∆win
i (t) = α(t)h(i∗, i; t)[xin(t) − win

i (t)] (16)
∆wout

i (t) = α(t)h(i∗, i; t)[xout(t) − wout
i (t)] (17)

where 0 < α(t) < 1 is the learning rate, and h(i∗, i; t) is a time-varying Gaussian
neighborhood function defined as in Eq. (6).

The learning rule in Eq. (16) performs topology-preserving vector quantiza-
tion on the input space, while the rule in Eq. (17) acts similarly on the output
space of the mapping being learned. As the training proceeds, the SOM learns
to associate the input prototype vectors win

i with the corresponding output pro-
totype vectors wout

i . The SOM-based associative memory implemented by the
VQTAM can then be used for function approximation purposes.

Since the VQTAM is essentially a vector quantization algorithm, it requires
too many neurons to provide small prediction errors when approximating con-
tinuous mappings. This limitation can be somewhat alleviated through the use
of interpolation methods specially designed for the SOM architecture, such as
geometric interpolation [11] and topological interpolation [12]. Another possibil-
ity is to devise a local linear interpolation strategy over the neighborhood of the
winning neuron. For example, after training the VQTAM model, the coefficient
vector a(t) of a local ARX model for estimating the mapping output is computed
for each time step t by the standard least-squares estimation (LSE) technique,
using the weight vectors of the K (K % 1) neurons closest to the current input
vector, instead of using the original data vectors.

Let the set of K winning weight vectors at time t to be denoted by {wi∗1 ,
wi∗2

, . . . ,wi∗K
}. Recall that due to the VQTAM training style, each weight

vector wi(t) has a portion associated with xin(t) and other associated with
xout(t). So, the KSOM uses the corresponding K pairs of prototype vectors
{win

i∗k
(t), wout

i∗k
(t)}K

k=1, with the aim of building a local linear function at time t:

wout
i∗k

= aT (t)win
i∗k

(t), k = 1, . . . , K (18)

where a(t) = [b1(t), . . . , bq(t), a1(t), . . . , ap(t)]T is a time-varying coefficient vec-
tor. Equation (18) can be written in a matrix form as

wout(t) = R(t)a(t), (19)
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where the output vector wout and the regression matrix R at time t are defined
as follows

wout(t) = [wout
i∗1 ,1(t) wout

i∗2 ,1(t) · · · wout
i∗K ,1(t)]

T (20)

and

R(t) =





win
i∗1 ,1(t) win

i∗1 ,2(t) · · · win
i∗1 ,p+q(t)

win
i∗2 ,1(t) win

i∗2 ,2(t) · · · win
i∗2 ,p+q(t)

...
...

...
...

win
i∗K ,1(t) win

i∗K ,2(t) · · · win
i∗K ,p+q(t)




. (21)

The coefficient vector a(t) is then computed by the following Tikhonov-regularized
pseudoinverse (minimum norm) procedure

a(t) =
(
RT (t)R(t) + λI

)−1
RT (t)wout(t), (22)

where I is a identity matrix of order K and λ > 0 (e.g. λ = 0.001) is a small
regularization constant. Once a(t) is estimated, we can locally approximate the
output of the nonlinear mapping by the output of the following ARX model:

û(t) =
q∑

k=1

bk(t)u(t − k) +
p∑

l=1

al(t)y(t − l) = aT (t)xin(t)

The KSOM can be considered a local (linear) ARX model due to the use
of a subset of K weight vectors chosen from the whole set of N weight vectors.
This is one of the differences between KSOM and the LLM approaches. While
the former uses K $ N prototype vectors to build the local linear model, the
latter uses a single prototype. Another difference is that the LLM approach uses
a LMS-like learning rule to update the coefficient vector of the winning neuron.
Once training is completed all coefficient vectors ai, i = 1, . . . , N , are frozen
for posterior use. The KSOM, instead, uses a LSE-like procedure to find the
coefficient vector a(t) each time an input vector is presented, so that a single
linear mapping is built at each time step.

Cho et al. [3] proposed a neural architecture that is equivalent to the KSOM
in the sense that the coefficient vector a(t) is computed from K prototype vectors
of a trained SOM using the LSE technique. However, the required prototype
vectors are not selected as the K nearest prototypes to the current input vector,
but rather automatically selected as the winning prototype at time t and its
K −1 topological neighbors. If topological defects are present, as usually occurs
for multidimensional data, the KSOM provides more accurate results.

Chen and Xi [13] also proposed a local linear regression model whose coeffi-
cient vectors are computed using the prototypes of a competitive learning net-
work through the recursive least-squares algorithm. However, the competitive
network used by Chen and Xi does not have the topology-preserving properties
of the SOM algorithm, which has shown to be important for system identification
purposes [9].
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Fig. 1: Measured values of reaction torque of the structure (a) and acceleration
of the flexible arm (b).

4 Computer Simulations and Discussion

The proposed SOM-based multiple local ARX models are evaluated in the iden-
tification of the inverse dynamics of a flexible robot arm. The arm is installed
on an electric motor. We want to model the input-output mapping from the
measured reaction torque of the structure on the ground to the acceleration of
the flexible arm1. Figure 1 shows the measured values of the reaction torque of
the structure (input time series, {u(t)}) and the acceleration of the flexible arm
(output time series, {y(t)}).

For the sake of completeness, the LLM- and KSOM-based local ARX models
are compared with an one-hidden-layer MLP trained by the standard back-
propagation algorithm (MLP-1h), another one-hidden-layer MLP trained by
the Levenberg-Marquardt (MLP-LM) algorithm and, finally, a two-hidden-layer
MLP (MLP-2h) trained by the standard backpropagation algorithm. All these
global NARX models are also compared with the linear Auto-Regressive with
eXogenous variables (ARX) model, trained on-line through the plain LMS algo-
rithm.

For all MLP-based global NARX models, the activation function of the hid-
den neurons is the hyperbolic tangent function, while the output neuron uses a
linear one. After some experimentation, the best configuration of the MLP-1h
and MLP-LM models have 30 hidden neurons. For the MLP-2h, the number of

1These data were obtained in the framework of the Belgian Programme on Interuniversity
Attraction Poles (IUAP-nr.50) initiated by the Belgian State.
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Table 1: Performances of the global and local models for the robotic arm data.
Neural NMSE
Models mean min max variance

KSOM 0.0064 0.0045 0.0117 1.83×10−6

KSOM-PL 0.0187 0.0082 0.0657 8.47×10−5

MLP-LM 0.1488 0.0657 0.4936 0.0107
MLP-1h 0.1622 0.1549 0.1699 1.03×10−5

VQTAM-T 0.1669 0.1199 0.2263 6.14×10−4

LLM 0.3176 0.2685 0.3558 2.23×10−4

ARX 0.3848 0.3848 0.3848 0.0445
VQTAM-G 0.4968 0.3700 0.6458 0.0024
MLP-2h 0.6963 0.5978 1.5310 0.0368

neurons in second hidden layer is heuristically set to half the number of neurons
in the first hidden layer. The learning rate for the MLPs was set to 0.1.

During the prediction phase, the neural models should compute the estima-
tion error (residuals) e(t) = u(t) − û(t), where u(t) is desired output and û(t)
is the estimate provided by each neural model. The performances of all models
are assessed through the normalized mean squared error (NMSE):

NMSE =
∑M

t=1 e2(t)
M · σ̂2

u

=
∑M

t=1(u(t) − û(t))2

M · σ̂2
u

(23)

where σ̂2
u is the variance of the original time series {u(t)}M

t=1 and M is the length
of the sequence of residuals.

The models are trained using the first 820 samples of the input-output signal
sequences (approximately, 80% of the total) and tested with the remaining 204
samples. The input and output memory orders are set to p = 4 and q = 5,
respectively. The obtained results are shown in Table 1, where are displayed the
mean, minimum, maximum and variance of the NMSE values, measured along
the 100 training/testing runs. The weights of the neural models were randomly
initialized at each run. In this table, the models are again sorted in increasing
order of the mean NMSE values.

The number of neurons for all SOM-based local ARX models is set to 30.
For the KSOM-based local NARX model, K is equal to 25. For each SOM-based
model, the initial and final learning rates are set to α0 = 0.5 and αT = 0.01.
The initial and final values of radius of the neighborhood function are σ0 = N/2
and σT = 0.001, where N , the number of neurons in the SOM, is set to 30. The
learning rate α′ is set to 0.1.

For the sake of curiosity, the VQTAM with topological (VQTAM-T) and geo-
metric (VQTAM-G) interpolations have been tested with the hope of improving
the approximation accuracy of the plain VQTAM model. The KSOM-based
local ARX model was also implemented using the recently proposed Parameter-
less SOM (PLSOM) architecture [14], which requires no annealing of the learning
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Fig. 2: Typical estimated sequences of reaction torque of the structure provided
by the KSOM and MLP-LM models. Dashed lines denote actual sample values,
while the solid line indicates the estimated sequence.

rate and neighborhood width parameters. The fundamental difference between
the PLSOM and the SOM is that while the SOM depends on the learning rate
and neighborhood size to decrease over time, e.g., as a function of the number of
iterations of the learning algorithm, the PLSOM calculates these values based
on the local quadratic fitting error of the map to the input space.

The performance of KSOM-based local ARX model on this real-world ap-
plication is by far the best one, even better than the MLP-based global NARX
models. A better performance of the KSOM-based model in comparison to the
LLM-based model is also verified. This can be partly explained by the fact that
the parameters of the KSOM-based local model are estimated in a batch mode
from the K closest prototypes, while the parameters of the LLM-based model
are estimated in an online mode.

The LLM-based local ARX model performed only better than the ARX,
VQTAM-G and MLP-2h models. The performances of these three models were
very poor. The performance of the VQTAM-T is statistically equivalent to that
of the MLP-1h model. Among the MLP-based models, the use of second-order
learning algorithm was crucial to the good performance of the MLP-LM model.

Finally, Figure 2 shows typical sequences of estimated values of the reaction
torque of the structure provided by the best local and global NARX models. Fig-
ure 2a shows the sequence generated by the KSOM-based model, while Figure 2b
shows the sequence estimated by the MLP-LM model.
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5 Conclusion

We have attempted to tackle the problem of nonlinear system identification
using the local linear modeling methodology. For that purpose we presented
two multiple local ARX models based on Kohonen’s self-organizing map and
evaluated them in the identification of the inverse dynamics of one real-world
data set, a robot arm. The first local ARX model builds a fixed number of local
ARX models, one for each Voronoi region associated with the prototype vectors
of the SOM. The second one builds only a single local ARX model using the
prototypes vectors closest to the current input vector. It has been shown for
the robot arm data set the KSOM-based local ARX model presented the best
performance among all models.
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Time series opportunities in the petroleum 
industry  
Roar Nybø * 
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Thormøhlensgate 55, 5008 Bergen - Norway 

Abstract. Soft computing techniques have gained greater interest and acceptance 
in the oil industry in recent years. Some, who advocate the education of more 
interdisciplinary petroleum engineers, even list soft computing as one of the core 
competencies for such engineers. This paper will give a brief introduction to the 
challenges and opportunities for applied time series prediction in the oil industry 
and recent trends in research, with a focus on fault prediction.  

1 Introduction 

The petroleum industry, while traditionally conservative, has a surprisingly long 
history of testing and deploying artificial intelligence (AI) or soft computing systems. 
Early examples include expert systems like “Prospector” from the late 70’s for 
evaluating mineral deposits and “Dipmeter advisor” from the 80’s [1], which dealt 
with inferring 3D geological structures from measurements taken along the borehole. 
The early 90’s saw the commercial launch of “ODDA”, an expert system advisor for 
directional drilling developed by Total and Norsk Hydro [2] and the “Analysis While 
Drilling” package developed by Total and Nordic Offshore Systems [3].  
 When an oil well is drilled, equipment failure or a misjudgement of downhole 
conditions may delay the operation by days or weeks. One need only consider the cost 
of renting a drilling rig, now exceeding half a million dollars per day, to see that the 
cost of faults may easily enter the million dollar range. These high stakes increase the 
risk or perceived risk of trying out unproven technology, partly explaining the 
conservative attitude [4]. On the other hand, the drilling contractor would get an 
immediate return on their investments in fault prediction software even if it delivered 
only a small increase in the ability to predict and avoid faults. Thus ideally, a fault 
prediction system could be developed incrementally and still be useful and justify 
industry support in its early stages.  
 This paper seeks to give an overview of recent developments in the petroleum 
industry, its use of time series prediction methods as well as the characteristics of its 
time series, research challenges, open problems and possible development. 

                                                           
* This work is funded in part by the "Center for Integrated Operations in the 
Petroleum Industry" (http://www.ntnu.no/iocenter) 
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2 Integrated operations 

Currently AI or “soft computing” methods are finding increased acceptance as one of 
the tools for deploying “Integrated Operations” (IO). Also known variously as e-
operations and digital oil fields, the term loosely encompass a move for cutting costs 
and increasing oil recovery using new computer technology. Some broad themes can 
be outlined. One is how the oil industry is importing ideas from the process industries, 
such as a tighter integration between the oil companies and their suppliers when it 
comes to logistics and project management, as well as analyzing and optimizing 
offshore oil platform performance on the same terms as for a factory.  
 Another eye-catching feature of IO is the use of extensive video-conferencing 
between on- and offshore facilities and 3D visualization of the oil field and ongoing 
well drilling [5]. This has the aim of integrating different disciplines into planning and 
real-time operations. It also advances the industry’s goal of keeping more of their 
personnel in onshore offices, being available for consultation with several platforms.   
 Of most interest may be the increase in real-time data that the oil industry has 
seen in recent years. This is mainly due to new downhole measurement equipment 
and an increase in bandwidth between this equipment and the offshore rig [6, 7] as 
well as the rig and land based facilities. Much of the ongoing research in IO seeks to 
take advantage of this torrent of data. Efforts include real-time production 
optimization [8]  detailed monitoring of fluid flow [9] and adjusting the path of a well 
during drilling, based on real-time downhole surveys of the rock formation. While 
such real-time measurements have been available for years, their bandwidth was 
previously limited to around 20 bits/sec [10]. Challenging optimization problems also 
abound in the area of time series data analysis, such as predicting the interactions 
between a large number of wells in order to optimize their total production.  
 All this has created a need for a stronger ICT-literacy in the oil industry, where 
people such as Prof. Ershaghi at the Center for Interactive Smart Oilfield 
Technologies † at U. of Southern California are among the ones arguing for a revision 
of the petroleum engineering education, with data mining and soft computing as two 
of the core competencies.  

3 Properties of oil industry time series 

Time series in the oil industry are of course generated from a multitude of different 
processes, but a short overview may still give a feel of how it differs from the 
textbook examples of time series. Asking an industry professional about the series 
most prominent feature, the answer is likely to be “noise”. Grave inaccuracies in the 
measurements contribute substantially, but “noise” may also be aspects of the system 
not covered by our models. For instance, the drillstring (Figure 1), as any rotating 
equipment, may fall prone to vibrations and wobbling. This may affect not just 
measurements of the drillstring’s torque and weight, but also fluid flow and pressure 
[11]. The drillstring, several kilometres long, may in turn have had its movement 
affected by the type and amount of gravel in the well.  

                                                           
† http://cisoft.usc.edu/ 
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 This messy and very much “real world” interconnectedness of different 
processes has long been acknowledged as a challenge for traditional models [3]. 
However, it also lets a feature such as wobbling make its fingerprint on many 
variables. It is enticing that this correlation may let a multivariate analysis extract 
early warning signs from what is generally regarded as noise.  

 
 

 
Figure 1: Simplified schematics of oil well drilling.  A rotating pipe (1) extends 
from the rig to the bottom of the well, where it drives a drillbit. (2) At the same 

time fluid is being pumped down the pipe. This returns to the rig along the outside 
of the pipe, carrying the crushed rock (3) along with it. As drilling progresses, the 

wall of the well is periodically fitted with a protective casing (4). 

 

 

3.1 Pre-processing and problem definition 

For the purpose of downhole monitoring, our task can often be framed as that of an 
inverse problem: Given our measurements, reconstruct the downhole conditions that 
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caused them. Measurements of rock formation properties are coarse and real-time 
measurements along the well are sparse with current technology, frequently making 
the inverse problem an ill-posed one [12].  
 Fault detection and prevention may also be framed as a time-series prediction 
problem: Given the time-series up to now, predict if a fault is likely to occur. The 
horizon of such a task will be problem-specific. While the first signs of gas having 
entered a well become visible only minutes before the operator must respond, bad 
hole-cleaning is a situation that may deteriorate gradually over several hours.  
 Current alarm systems tend to employ simple pattern classification such as 
threshold values and trend detection, with more sophisticated systems focusing on 
recognizing the safe events that cause false alarms [13]. In the case of drilling, false 
alarms are today a major complaint among the users [14]. Attempts at pattern 
recognition by supervised learning may learn to foresee these common events, but the 
most severe events are rare in comparison. With few examples, a straight-forward 
approach taking into account all system parameters and using a large sliding window 
is then bound to experience the "curse of dimensionality” [15]. 

3.2 The Hierarchy 

To get a grip on the data and underlying processes, one approach is a hierarchical 
decomposition. In [16] Saputelli et.al introduced the “Field Operations Hierarchy” in 
Figure 2 as a convenient structuring for the problem of optimizing the production of 
oil and gas.   
 

Capacity planning 
[months/years]

Business 
headquarters

Operational planning
[months/years]

Scheduling
[days/months]

Supervisory control
[minutes/hours]

Regulatory control
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Well and surface 
facilities

Flow, pressure and  
temperature in well

Coordinating SCADA 
systems, wellhead monitoring, 
gas distribution in pipelines

Scheduling of injection, 
opening and closing of wells

Planning injection and drilling, 
supply chain management

Asset life cycle, maintenance

 
Figure 2: The Field Operations Hierarchy according to Saputelli 
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 The structure will be familiar from other industries. In this figure, information 
travel upwards and orders are sent downwards. Both scales of time and space increase 
for higher levels. These levels are a result not just of management structure but of the 
time-scales of the physical processes involved. For instance, a flow measurement has 
a time-scale of seconds and may relate to a branch of a single well. The measurement 
is relayed to the scheduling level which may plan for days ahead taking the gradual 
wear of equipment into account. Operational planning in turn must plan for the even 
slower depletion of the whole oil-field.  
 Orders are subsequently relayed downward e.g. for the closing of valves in the 
well. This forms a closed loop of supervisory control, where time series fault 
detection and prediction as well as predictive control becomes important.  
Such a hierarchy draws on theory from supervisory control theory, where such nested 
loops may also be associated with the supervisor’s learning process [17, 18]. 

3.3 The characteristics of different levels 

In addition to being a layout for optimization problems, the hierarchy is a useful 
roadmap for time series prediction. It appears that the demands placed on a time series 
prediction system depends very much on where in the hierarchy it is implemented. 
One may for instance notice that the information relayed becomes increasingly 
symbolic and aggregated as one move upward in the hierarchy. From numerical 
values that are interpreted higher up as states of the equipment and status reports, on 
to “net present value” at headquarters. It is telling that we find a symbolically based 
method like Case Based Reasoning analyzing job reports in the day to month range 
[19, 20], while typical applications of more numerical methods like neural networks 
focus on the lower levels [21-23]. In the lower levels it also usually demanded that we 
restrict ourselves to algorithms that work in real-time systems.  
 An exception to the symbolic trend is the task of simulating oil and gas 
reservoirs. This deals with large scales of time and space but mainly numerical data. 
Prediction of the movement of gas, oil and water in the rock is a computing-intensive 
problem, made harder by sparse measurements.  
 Soft computing on time series is here found in two niches.  The first is as an aid 
in history-matching of the model. With many free parameters and much time spent on 
each run, it is tempting to use soft computing methods to optimize the parameter 
search. Efforts include evolutionary algorithms [24] and ensemble Kalman filters 
[25]. This also allows us to use deterministic models while moving towards a 
probabilistic assessment of subsurface conditions. This probabilistic viewpoint is 
another trend in the petroleum industry made possible by increased computing power. 
 The second application sees the time-consuming simulator replaced by a 
surrogate model, such as a neural network. Trained on input and output from a 
traditional model, the neural network gives quicker predictions, allowing us to e.g. try 
out a larger number of different well placements, or explore more of the parameter 
space. This approach is sometimes referred to as “neuro-simulation” in the literature 
[26]. 
 Moving down to real-time measurements, a typical issue here is the non-
stationarity. Time series from drilling record a system with frequent exogenous 
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inputs, as the drilling operator frequently intervenes to change rates of flow, pipe 
rotation or type of fluid used. A drilling operation is composed of several different 
tasks and a parameter value that indicates imminent danger in one situation may be in 
the normal range in another. The classification of “drilling modes” would therefore 
feature prominently as a pre-processing step on the way to more sophisticated fault 
predictions.  
 The drilling mode classification is also becoming an increasingly pressing issue 
for symbolic analysis at the higher levels. Much of the system knowledge gathered by 
methods such as CBR derives from human-made logs and reports of operations. But if 
such systems are to offer analysis and advice in real-time, they would need real-time 
reports. A drilling mode classification could correspond to such reports, which shows 
how applications of hybrid systems may arise naturally in the field operations 
hierarchy.  
 Recent efforts at automated classification include a rule-based system by 
Thonhauser et.al. for the automatic generation of drilling reports [27, 28], but the 
problem of  a reliable real-time classification is still an unsolved problem.  

4 Combined approaches 

The hierarchical approach gives us some leads on overcoming the curse of 
dimensionality, but not all methods rely on this. For instance, in [29] Lorentzen et.al 
study an optimization problem where they make a leap directly from choke control to 
net present value. A common factor in their approach and the previously discussed 
soft computing methods in reservoir simulation is the combination of soft computing 
with physical models. Advanced simulators exist for all levels from reservoirs to well 
drilling [5] and is in a sense an encoding of our knowledge of the system.  
 It is recognized in system identification and grey-box modelling [30] that 
“fictious data” is a convenient way to encode expert knowledge, which the simulators 
readily provide. It is the author’s opinion that a combined hard and soft computing 
approach would be viable not only for the aforementioned optimization problems, but 
also for fault prediction in time series. However, as mentioned, the physical models 
do not necessarily reproduce fault signatures; properties of the noise or some complex 
effects may lead to false alarms.  
 An approach taken by e.g. Forssell and Lindskog in [31] is to run the best 
available model alongside measurements and train the AI on their difference or the 
unexplained “residual”. That is, to predict: 

residual model predictionT T T! "  

We may then re-order the equation to yield an improved prediction: 

combined prediction Prediction of residual Model predictionT T T T! # $  

This improved prediction may in turn be used to remove false alarms or increase the 
sensitivity of established fault detection methods, as implemented by this author in 

[32]. However, this approach tends to assume that the task of predicting residualT  is a 

simpler or lower-dimensional task than the prediction ofT . While often true, 
counterexamples show that this is not true in general. Other possibilities for injecting 
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prior knowledge from simulations exist, but the author is not aware of well-
established methods for the general case.  

 

5 Conclusions 

Petroleum exploration and production is an industry that provides researchers with 
multivariate time-series with challenging “real-world” properties. The time series call 
for different prediction tasks which seem suited to wildly different schools of 
prediction systems, while at the same time hinting at a need for a “deeper”, perhaps 
hybrid, system architecture. 
 Regarding applied research and commercial applications of time series 
prediction, we find that management now has an open mind towards new methods, 
under the umbrella of Integrated Operations. However, applications such as real-time 
fault detection will find that there is a low tolerance of false alarms while time series 
prediction as part of e.g. production optimization, would have to compete against 
successful traditional methods. To find acceptance in the industry, and more 
importantly, to be useful, it is the authors’ opinion that time series prediction results 
must be in a form that can be combined with those from existing physical models. 
This approach has the potential of yielding better accuracy, stability and 
generalisation capability than each method alone. It would also be in the spirit of 
Integrated Operations for us to integrate the experience inherent in time series with 
the knowledge inherent in physical models.  
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Abstract. This report represents a homicide flash-up prediction algorithm espe-
cially detailed from general criminality prediction method based on universal be-
havior rules of complex nonlinear hierarchical systems. We study algorithm sensi-
tivity to algorithm parameters and data variation. A created automotive prediction 
computer-based program allows us to obtain a huge number of the algorithm’s re-
alizations. We show that there are groups of data where small variations of algo-
rithm parameters lead to small variation of prediction results. Moreover, we show 
that developed algorithm represents a similar result over times series for two dif-
ferent towns. 

1 Introduction 

Developed prediction algorithm [1] is based on supposition about hierarchicality of 
crime regime, i.e. existence of heaviness levels of accident, crime or group of crimes. 
In this work we consider three heaviness groups where the third group, the group of 
the most heaviness crimes, includes only homicides. Thus our algorithm was special-
ized here for homicide flash-ups prediction. We compare results of the algorithm re-
alization for its different parameters such as averaging and accumulation windows 
and, that is very important, we compare algorithm realization for two different time 
series representing two towns, Tambov and Yaroslavl. 

1.1 Object-to-predict 

Object or object-to-predict is a time moment where a flash-up of the serious crimes 
arises plus a special condition. We believe it is advisable to determine a flash-up as an 
overshoot of present crimes’ number comparatively to mean number of crimes for a 
previous time interval. We say that there is a flash-up at the time moment i, if satis-
fied 
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where # is intercepting threshold, Ni is a number of homicides at the moment i, w# is 
averaging windows, Ri’s is residue series [1-3]. 

1.2 Alarm 

We say that there is a predictor signal at the time moment i, if satisfied 
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where ' is intercepting threshold, bi = (V1(i) – V3(i)) / 2, where V1 and V3 are sums of 
events for the 1st and 3d groups of heaviness correspondently, for instance 
V3(i) = lg (Ni + Ni-1 +…+ Ni-(w-1)), where w is an accumulation window, w' is averag-
ing window, ri’s is residue series. 

If a predictor signal presents at time moment i, then one declares an alarm for 
following d serial moments i+1, i+2,…, i+d, i.e. one should wait for an object appear-
ance over these moments named as alarm interval or alarm. If there is other predictor 
signal at the moment j during the alarm interval, then the alarm is prolonged for the 
next d moments j+1, j+2,…, j+d. If there is an object s during the alarm, then the final 
alarm moment is s after which this alarm is cancelled. If an object s and a predictor 
signal i present at the same moment or 0 ( i – s ( 2, then an alarm is not declared: two 
serial moments followed an object are considered as relaxation period when system 
behavior is special and isn’t applicable for the prediction [1-3]. 

We say that an alarm is successful if the alarm consists an object-to-predict, an 
alarm is false (false alarm) if there is no an object over the alarm interval. 

We say that the object is predicted if it is in an alarm, an object-to-predict is fail 
to predict (a fail-to-predict object) if it is not covered any alarm interval. 

Fig. 1 represents a result of algorithm realization in graphic. 
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Figure 1. A graphical result of one of algorithm realizations. Lower graph – homi-
cides (left vertical axis); upper graph – residue series ri (right vertical axis), inter-
cepting threshold ' (horizontal line); vertical lines – objects; rectangles – alarms. 
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It is obvious if we change any parameter of the algorithm we obtain another re-
sult of prediction. Investigation of some relations between algorithm parameters and 
its prediction results is a goal of this work. 

2 Data 

In this work we use weekly crime data from towns Tambov and Yaroslavl, adminis-
trative centers of Tambovskaya and Yaroslavskaya oblast (regions) in Russia. Moni-
toring time for Tambov is period from 10.01.1996 till 23.03.2005 without period from 
01.07.1998 till 05.01.2000, for Yaroslavl – period from 9.02.1993 till 19.06.2001, we 
defined a beginning of weeks as Tuesday. The monitoring time periods are 405 and 
436 weeks, i.e. there are 405 and 436 cases or observations in initial time series for 
Tambov and Yaroslavl correspondently. 

3 Numerical experiments 

Here we vary for every town windows w' and w, # and ', when = 5. We consider 
values of w

#w
' and w are equaled to 5, 7, 10, 17 and 26 weeks, values of # and ' are 

located in intervals [1; #max] with step )# = 0,1 and [0,001; 'max] with step )' = 0,001 
correspondently. For every algorithm realization we save the following information: 

1) N (number of objects), 
2) N– (number of fail-to-predict objects), 
3) Ta (duration of alarms), 
4) W (number of alarms), 
5) W– (number of false alarms) 

Quality of prediction is estimated by set of quantities * = N– / N , + = Ta / T , 
, = * + +  [1-3], - = W– / W  and . = - + ,  which are calculated for every algorithm 
realization. It is clear to understand sense of * and + on instance of two extreme 
points. As * = 1, + = 0 we have one extreme case when all objects are fail-to-predict 
as time alarm equals zero. As * = 0, + = 1 we predict all objects when time alarm is 
all monitoring period. 

An integral quality of prediction might be evaluated by quantity , = *++. Con-
dition , < 1 corresponds to non-trivial prediction. The , is smaller the prediction is 
better. But also it is necessary to take into account values of * and +  themselves. 
Non-trivial prediction is considered as acceptable if * < 1/2 and + < 1/2 and success-
ful if * < 1/3 and + < 1/3. As we see from Table 1 the maximum of minimal for * 
equals 0,333 and for + – 0,030. 

town w' w * + - , . 
5 5 ,000 ,014 ,000 ,322 ,529 
5 7 ,000 ,013 ,000 ,169 ,518 
5 10 ,000 ,023 ,000 ,302 ,583 
5 17 ,000 ,022 ,000 ,243 ,614 
5 26 ,000 ,013 ,000 ,235 ,664 

Tambov 

7 5 ,000 ,013 ,000 ,419 ,518 
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7 7 ,000 ,016 ,000 ,155 ,544 
7 10 ,000 ,024 ,000 ,270 ,565 
7 17 ,000 ,022 ,000 ,198 ,621 
7 26 ,250 ,014 ,000 ,443 ,693 

10 5 ,000 ,023 ,000 ,552 ,583 
10 7 ,000 ,024 ,000 ,520 ,565 
10 10 ,000 ,010 ,000 ,273 ,595 
10 17 ,000 ,014 ,000 ,184 ,666 
10 26 ,250 ,011 ,000 ,503 ,681 
17 5 ,000 ,022 ,000 ,380 ,614 
17 7 ,000 ,022 ,000 ,373 ,621 
17 10 ,000 ,014 ,000 ,434 ,666 
17 17 ,227 ,018 ,000 ,519 ,707 
17 26 ,238 ,012 ,000 ,498 ,692 
26 5 ,000 ,013 ,000 ,291 ,664 
26 7 ,250 ,014 ,000 ,533 ,693 
26 10 ,250 ,011 ,000 ,620 ,681 
26 17 ,238 ,012 ,000 ,665 ,692 

Tambov 

26 26 ,333 ,008 ,000 ,528 ,759 
5 5 ,111 ,016 ,000 ,432 ,556 
5 7 ,000 ,019 ,000 ,528 ,573 
5 10 ,000 ,020 ,024 ,376 ,627 
5 17 ,000 ,019 ,026 ,498 ,692 
5 26 ,083 ,021 ,000 ,451 ,564 
7 5 ,111 ,019 ,000 ,523 ,523 
7 7 ,000 ,021 ,000 ,418 ,594 
7 10 ,000 ,018 ,000 ,507 ,573 
7 17 ,000 ,017 ,000 ,521 ,607 
7 26 ,000 ,019 ,000 ,538 ,561 

10 5 ,000 ,030 ,000 ,527 ,542 
10 7 ,000 ,020 ,000 ,347 ,603 
10 10 ,000 ,020 ,000 ,509 ,572 
10 17 ,000 ,017 ,000 ,423 ,605 
10 26 ,000 ,021 ,000 ,531 ,586 
17 5 ,000 ,022 ,000 ,537 ,586 
17 7 ,000 ,025 ,000 ,439 ,633 
17 10 ,000 ,023 ,000 ,583 ,583 
17 17 ,000 ,021 ,000 ,538 ,564 
17 26 ,000 ,022 ,000 ,570 ,591 
26 5 ,000 ,022 ,000 ,500 ,559 
26 7 ,000 ,016 ,000 ,324 ,558 
26 10 ,000 ,016 ,000 ,418 ,548 
26 17 ,000 ,017 ,000 ,340 ,578 

Yaroslavl 

26 26 ,000 ,016 ,000 ,425 ,575 

Table 1. Minimal values of quantities *, +, -, ,, . for fixed w' and w. 
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Figure 2. Dependence n (#). There are following labeling: SIGMA – #, N_T – n, 

TOWN = 1 corresponds to Tambov, TOWN = 2 – to Yaroslavl. 

Another important quantity evaluating quality of prediction is percentage of 
false alarms, -. Prediction is considered as effective if - < 1/2. From Table 1 we see 
the minimum values of - are located in interval from 0,155 to 0,665. To evaluate to-
gether these three quantities we consider them sum . = * + + + -, which values from 
limitations above for appropriate prediction should be less 1,5. In our executed ex-
periments values of . are located in interval from 0,518 to 0,759. 

* + - , = * + + . = * + + + - town p 
min max min max min max min max min max 

1 ,20 ,98 ,01 ,43 ,00 ,50 ,52 1,01 ,52 1,51 

2 ,11 1,00 ,02 ,58 ,00 1,00 ,62 1,05 ,76 2,05 

3 ,05 1,00 ,03 ,65 ,24 1,00 ,50 1,08 ,90 2,08 Ta
m

bo
v 

4 ,00 1,00 ,03 ,71 ,70 1,00 ,16 1,27 ,96 2,16 

1 ,15 ,96 ,02 ,46 ,00 ,57 ,52 ,99 ,52 1,60 

2 ,08 ,96 ,02 ,60 ,00 ,67 ,53 ,99 ,55 1,65 

3 ,05 ,96 ,02 ,66 ,17 ,83 ,56 1,01 ,90 1,83 

Y
ar

os
la

vl
 

4 ,00 1,00 ,02 ,70 ,55 1,00 ,32 1,08 1,08 2,08 

Table 2. Minimal and maximal values of quantities *, +, -, ,, . for fixed p. 

In addition to the heaviness levels we introduce another feature that distin-
guishes objects by its frequency – ratio of number of objects N to monitoring time T 
for corresponding town, n = N / T. It is clear that n depends on # . A form of this de-
pendence is obvious: the higher # the smaller n (see Figure 2). We may consider this 
ratio as power of event, power of flash-up which we denote p. According to the form 
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Figure 3. Dependence , (/'), where /' = j if 0,1j < ' " 0,1 (j+1), j = 0,1,2,… for 
Tambov as p = 4. There are following labeling: fi – ,, wb_av – w, wb – w'. 

of dependence of n(#) we mark out four intervals of n: p = 4 if n " 0,03, p = 3 if 
0,03 < n " 0,06, p = 2 if 0,06 < n " 0,115 and p = 1 if n>0,115. 

Table 2 represents minimal and maximal values of *, +, -, , and .  for corre-
sponding p for each town. We see that for three first groups of p the quantity , has 
close to each other values located nearly 0,55 when for the rarest objects , is much 
less of these values: 0,16 for Tambov and 0,32 for Yaroslavl. But here, for p = 4, we 
obtain very large value of -: 0,70 for Tambov and 0,55 for Yaroslavl. 

Maximal values of , are little bit higher 1. We should exclude cases where 
, > 1. To do it we should study how , depended on ', w and w'. These dependences 
are represented on Fig.3 and Fig.4. It is clear from these figures that there are local 
minimums in dependences of , (/') almost for all combinations of parameters w and 
w'. These minimums are located in interval 3-7 for /', i.e. 0,3-0,8 for '. In addition 
values of these local minimums are less 1. Hence, we find a way how to exclude the 
highest values of ,  which are close to 1 and work in that parameters intervals which 
do not leads to inappropriate results. 

4 Conclusions 

As written in [1-3] crime prediction methods, in particular, homicide prediction could 
be used in tactical controlling of emergency town services, for instance, police, ambu-

lance, hospitals etc. Having information about possible homicide flash-up over the 
next few weeks authorities could reinforce such services what allows to guarantee 

their faster reaction upon crime events. Decreasing of time reaction upon crime will 
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Figure 4. Dependence , (/'), where /' = j if 0,1j < ' " 0,1 (j+1), j = 0,1,2,… for 
Yaroslavl as p = 4. There are following labeling: fi – ,, wb_av – w, wb – w'. 

lead to decreasing of deceases and dangerous health hazards as a result of violent acts. 
Such information could help to effectively control working regime of emergency ser-
vices’ staff: vacations, free days, duties etc. 

From economical point of view it is very important to have small enough per-
centage of false alarms which value is acceptable for frequent event and unfortunately 
unacceptable for most powerful, rare events. 

Nevertheless we believe that developed algorithm is good enough and has a 
property of an universality – it is advisable to use our algorithm to predict serious 
crimes, in particular, homicides for different towns, regions with similar quality [4-5]. 
At least carried out investigations do not reveal properties of the algorithm which 
could indicate that the algorithm has narrow sphere of implementation: for huge range 
of parameters we obtain gradual changes of results’ quantity. 

As we didn’t reveal a disproof of the main supposition of our method that re-
gime of crime number dynamic is analogous in many respects to behavior of complex 
systems with precursor activation effects before serious crime flash-ups we will con-
tinue to study the developed algorithm. As we found a way to decrease value of one 
of the main quantity estimating prediction quality: a special range of ', the first fol-
lowing step is decreasing percentage of false alarms for rare events. 
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Abstract.  

This article deals with the usefulness of neuronal networks in the area of corporate 
finance. 

Firstly, we highlight the initial applications of neural networks. One can 
distinguish two main types: layer networks and self organizing maps. As Altman 
al. (1994) underlined, the use of layer networks has improved the reclassifying rate 
in models of bankruptcy forecasting. 

These first applications improved bankruptcy forecasting by showing a 
relationship between capital structure and corporate performance. The results 
highlighted in our second part, show the pertinence of the use of the algorithm of 
Kohonen applied to qualitative variables (KACM). More particularly, in line with 
Altman (1968, 1984), one can suggest the coexistence of negative and positive 
effects of financial structure on performance. This result allows us to question 
scoring models and to conclude as to a non-linear relationship. 

In a larger framework, the methodology of Kohonen has allowed a better 
perception of the factors able to explain the leasing financing (Cottrell et al., 1996). 
This research, carried out with Belgian accounting data, highlights a relationship 
between leasing and the corporate financial strength. A following paper of this first 
study has been made using recent French data. The objective is here to explain the 
factors of the choice between leasing and banking loans. By using different 
variables, we highlight the characteristics of firms which most often use leasing. 
The corporate financing policy could be explained by: the cost of the financing, 
advantages of leasing or by the minimization of agency costs in leasing, we 
highlight a relationship between resorting to leasing and credit rationing. 
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1 Introduction 

As underlined by Cottrell et al. [1], maps Kohonen allowed many applications and 
more specifically to finance. The areas in which they were used are varied: the 
detection of firms in financial distress, the choice of debt policy (for instance 
leasing)… In the case of financial distress, the objective is to develop a function able 
to discriminate ‘good’(healthy) and ‘bad’ (financial distress) companies. So Altman 
[2] tried to determine -on the basis of variables observed during a long period of time- 
a Z function by using a discriminant analysis. The most of these methods are based on 
discriminant analysis and logistic regression but some statistical properties are not 
always checked. This leads to question the relevance of results. 
 
Neural networks, contrary to the traditional statistical methods most often used in 
finance, do not make assumptions a priori on the variables. This is why they are able 
to deal with not structured problems (i.e. problems where it is not possible to specify 
the discriminating function a priori). With these algorithms, these systems are able to 
learn the relations between the variables starting from a unit data. This approach, still 
called step ‘connexionnist’ differs from the ‘expert systems’ because the user creates 
the base of knowledge and the rules which must be applied. The interest of the 
connexionnist approach is the following: the neural networks are able to learn 
themselves the relationships between the variables. 
From this point, our discussion will be organized in three parts. In the first part, we 
will present the neural networks will show the relevance of their application in order 
to highlight the firms in financial distress. The second part will deal with the other 
recent applications of these networks in the field of corporate finance and more 
particularly leasing. The third part turns into the problem of leasing. The last section 
concludes. 
 

2 Neural networks and the capacity of detect firms in financial 
distress 

This section aims to introduce two types of neural networks: layered networks and 
self-organized maps called Kohonen maps.  

2.1 Layered networks: a tool useful to detect firms in financial distress 

These networks are organized in layers, each one of them has several neurons. Each 
neuron is an autonomous calculating unit and is connected with whole or part of the 
other neurons (located on the same layer or on the preceding layers). 
In the field of corporate finance, the neurons located in the first layer receive some 
information which characterizes the firm. Generally these data are financial ratios. 
The exit neuron takes a binary value, zero or one, according to the firm is considered 
as financial distress or healthy. Each neuron collects information of the preceding 
layer with which it has relationship and calculates an activation potential. 
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Setting a network is done using a sample of learning. It is the learning algorithm that 
adjusts the synaptic weights by researching a minimization of cost function 
(Rumelhert et al.) [3]. 
 

2.2 Artificial neural networks 

The principle is the following. After a first calculation, the exit result obtained is 
compared with the researched result exit. The total error made by the system is then 
‘backpropagated’ from exit layer to entry layer and the synaptic weights are changed. 
It allows a new calculation. The implementation of the network requires: a sample of 
data used to parameter, a sample used for the validation and a third sample used to 
evaluate the capacities of generalization of the network.  
 
During the training, the error decreases, until tending towards zero if the network 
architecture were correctly selected. However more the error is weak, less it is able to 
generalization. 
 

2.3 Empirical results concerning firms in financial distress 

An interesting contribution is realized by Altman et al. [4]. The authors test complex 
networks with several different sets of ratios. Our results highlighted a classification 
rate of 97.7% correct for healthy firms and 97% for firms in difficulty. These rates 
appear higher than those of discriminant analysis which is respectively 90.3% and 
86.4%. Other studies (Bardos and Zhu) [5] found results that are consistent with the 
same first results. Besides, in the line of Udo [6] and De Almeida and Dumontier [7], 
.Casta and Prat [8] demonstrated the ability of artificial neural networks to deal with 
incomplete data, which remains common in this area of analysis. From this point, we 
will highlight the main results in the field of corporate finance. 
 

3 Recent applications: SOM 

This section highlights the application of unsupervised networks to corporate finance. 
It focuses on study dealing with the capital structure and performance through the 
algorithm Kohonen and more particularly KACM. 
Capital structure can be view in two different ways. The first is the leverage, the 
second is the ownership structure. We try to show the interest of Kohonen algorithm 
to deal with the relationship between leverage and performance. Our section is 
organized as follows. In a first step, we will sum up the relationship between capital 
structure and performance. In a second step we will present the Kohonen 
methodology Kohonen. Finally, we will show results on empirical study. 
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3.1 Leverage, performance and value: a complex relationship 

The financial literature has sought to measure the advantages of debt. Modigliani and 
Miller have shown that debt, in the absence of taxation, had not influence on the value 
of the firm [9 but, in case of taxation, this relationship is modified [10]. In the latter 
case, debt can create value. From this work, numerous studies have sought to assess 
the impact of debt on value. The results are contradictory. Some authors like Altman 
[1, 11], Collongues [12], debt is a source of bankruptcy and therefore destruction of 
value. Contrary to Modigliani and Miller, some authors such as Jensen[13] or Wruck 
[14] show that the debt has a positive influence on the firm value. Indeed, the debt can 
be used as a “sword of Damocles” because it constrained the leaders to undertake 
profitable projects able to generate liquidities to face their engagements. Even if the 
effects of the debt remains unclear, one can consider that there is a relationship 
between debt and value. 
 
In line of Altman, we can consider the following relationship: 
Decrease in performance ! Increase of debt ! Value destruction 
 
For Opler and Titman [15], the relationship is different. They note that the debt is 
certainly destroying of value but they show, through an empirical work, that this value 
destruction value also has an influence on corporate performance and on the debt 
level. Indeed, Opler and Titman [15] specify that debt is a factor of « financial 
distress » likely to endanger the firm. Indeed, if a firm is in financial distress, the 
shakeholders can doubt its durability. For example, customers may be reluctant to do 
business with distressed firms. In other words, the stakeholders have no confidence in 
a firm which is not able to meet its commitments. The originality of Opler and Titman 
is to highlight the existence of indirect costs harmful to the firm before bankruptcy. In 
other words, they reverse the causality assumed by Altman. 
 
In line of Titman and Opler [15], we can consider the following relationship: 
Increase in debt in performance ! Decrease of performance ! Value destruction 
 

3.2 The justification and advantages ok Kohonen methodology 

If one considers the financial structure, the relationship between this concept and the 
performance is unclear. 
 
When we try to determine if a non-linear relation exists between leverage and 
performance, we cannot use the techniques traditionally used in finance. Indeed, a 
great proportion of modern finance is based on the simplifying hypotheses; in 
particular, the normality of variables and the linearity of causality relations (Quintart) 
[16]. 

Our hypothesis of non-linearity led us to focus our attention on self-
organized maps (SOM) and more especially on one of the variants called the Kohonen 
Map (Kohonen) [17 and 18]. One of the major advantages in its use is its capacity to 
deal with, in particular, non-linear problems (Quintart) [16]. 
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Our objective was to determine several groups of homogenous individuals. Secondly, 
we used non-parametric tests (Wilcoxon and !2) to highlight significant differences 
between our groups. 

 
Many traditional methods assume strong hypotheses; in particular, the assumption of 
normality. To test this, we examined the distribution of the ratios. As our ratios do not 
have a normal distribution. Extreme values require the use of qualitative data. This 
non-normality and the presence of extreme values led us to cluster our individuals 
into 4 classes. Hence, firstly we transformed each character Xi into 4 categories (very 
strong, strong,weak, very weak1) and, secondly, transformed our variables into binary 
variables (De Bodt et al.) [18]. 
 
 In a first step, in order to highlight the nature of relationship between debt and 
performance, we have realized a MCA. The findings are not satisfactory. The total 
inertia shown is weak (26%). The results are not reported. 
 
 Taking into consideration this disappointing result, we have decided to use a 
specific kind of self-organized map (SOM) called the Kohonen map2. The Kohonen 
algorithm3 is a well-known unsupervised learning algorithm which produces a map 
composed of a fixed number of units (figure 1 presents a one-dimensional map, 
frequently called a string). Each unit has a specific position on the map and is 
associated with an n-dimensional vector Wi (which will define its position in the input 
space), n being the number of dimensions of the input space. A physical 
neighborhood relation between the units is defined (in figure 2, units 1 and 3 are 
neighbors of unit 2) and for each unit i, Vr(i) represents the neighborhood with the 
radius r centered at i.  
 After learning, each unit represents a group of individuals with similar features. 
The correspondence between the individuals and the units (more or less) respects the 
input space topology: individuals with similar features correspond to the same unit or 
to neighboring units. The final map is said to be a self-organized map, which 
preserves the topology of the input space as much as possible. 
The learning algorithm takes the following form: 
 
- at step 0, Wi(0) is randomly defined for each unit i, 
- at step t, we present a vector x(t) randomly chosen according to the input density f 
and we determine the winning unit i*, which minimizes the Euclidean distance 
between x(t) and Wi(t), 
- we then modify the Wi in order to move the weights of the winning unit i* and its 
physical neighbors towards x(t), using the following relations : 

" #$ % *)(  for )()()()()1( )( iVitWtxttWtW triii &'()*) +
(1) 

                                                           
1 We divided the sample into four classes of equal size. 
2 An extensive presentation can be found in Kohonen [18]. 
3 The Kohonen algorithm led to numerous theoretical studies: Cottrell, Fort and Pages 
[20] and Ritter and Schulten [21]. 
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 (2) 

where +(t) is a small positive adaptation parameter, r(t) is the radius of Vr(t) and +(t) 
and r(t) are progressively decreased during the learning4. 
 This is a competitive kind of algorithm (each unit competes to be the closest to 
the presented individual) which will perform two interesting tasks for data analysis: 
- a clustering : each unit will be associated with a similar kind of individual, the Wi 
vector associated with the unit converging toward the mean profile of the associated 
individuals. 
- a reduction in the number of dimensions : the (at least local) proximities between the 
units will give us an idea of the proximities of clusters of individuals in the input 
space. 
 
 
 A last remark concerning the neighborhood: it is reduced progressively to finish 
at value 0 (only the winning unit is displaced). The Kohonen algorithm then turns into 
a vectorial quantification. To assess the statistical significance of the results obtained 
with the Kohonen map, we used traditional non parametric tests (Wilcoxon5, chi-
square6). 

3.3 Financial structure and performance: an unclear relationship 

If one considers the financial structure, the relationship between this concept and the 
performance is unclear. 
 DeBodt et al. [19] made a paper on the relationship between financial structure 
and performance on the French firms. The results are the following. 

                                                           
4 For stochastic algorithm +(t) must follow the requirements of Robins-Monro [22]. 
5 It is a test on ranks. Its justification is due to the no normality of data. Tests on ranks 
are very robust. By arranging the different observations (i.e. by giving them a rank), 
one identifies the place of every observation in the sample. One substitutes rank for 
observation. Thus one neutralises problems bound to the accurate measure of the 
value for every observation. We can note too that the results of rank tests are not 
altered by the distributions of observations (symmetrical, non-symmetrical...). 
6 The !² test is a test of independence that serves to determine if samples come from 
the same population. 
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LEVVS 
VSGVW 
VSRVW 
VOIVW 

LEVW 
VSGW 
VSRW 
VOIW 

LEVVW 
VSGS 
VSRS 
VOIS 

LEVS 
VSGVS 
VSRVS 
VOIS 

Unit 1                                      Unit 2                              Unit 3                                           Unit 4 
Legend:  
LEVVS, LEVS, LEVW, LEVVW: Leverage very strong, strong, weak, very weak. 
VSGVS, VSGS, VSGW, VSGVW: Variation in sales growth very strong, strong, weak, very weak. 
VSRVS, VSRS, VSRW, VSRVW: Variation in stock return very strong, strong, weak, very weak. 
VOIVS, VOIS, VOIW, VOIVW: Variation in operating income very strong, strong, weak, very weak. 
Leverage is measured for 1991, Variation in sales growth, of stock return and operating income are 
measured for 1993. 
Table 1: Relationship between performance and financial structure 
(From de DeBodt et al., 19) 
 
The representation above leads to the conclusion that the more leveraged firms (firms 
located in the unit 1) have the worst performances (measured with accounting and 
market ratios). However, the influence of leverage on the performance seems 
complex. Indeed companies whose debt is high are also more efficient. These 
companies located in Unit 4 seem to confirm the hypothesis of free cash flow Jensen 
[13]. Coexistence of positive and negative effects of debt on performance leads us to 
note that the link debt-performance is not linear. 
This leads us to question the relevance of most scoring models. Indeed, in theses models the leverage has a 
negative (and significant) influence on performance and increases the probability of bankruptcy. 

 

3.3.1 Explicatives variables able to predict difficulties 

Observations  Mean 1° Quartile Median 3° Quartile 
Distres
sed 
firms 

Effec
tive 
firms

Characteris
tics 
of the
firms 

 

Distres
sed 
firms 

Effecti
ve 
firms 

Distres
sed 
firms 

Effecti
ve 
firms 

Distress
ed firms

Effecti
ve 
firms 

Distre
ssed 
firms 

Effecti
ve 
firms 

43 157 WC/SA 91
(%) 

 32.30 24.81 19.02 13.86 29.71 22.96 43.4 32.77 

26 87 II/SA 91
(%) 

 9.16 7.0 3.45 3.28 5.91 4.77 10.27 7.59 

43 157 FA/TA 91
(%) 

 36.34 36.16 22.44 24.18 34.09 33.89 45.65 48.55 

43 157 CA/FA 91
(%) 

 14.27 14.48 2.65 3.22 8.89 9.84 20.83 20.23 

43 157 SA 91 in
millions o

 
f 
7173.5
93 

French 
Francs 

13286.
340 

431.06
0 

577.91
1 

1309.69
7 

1649.5
35 

4001.
968 

7926.3
25 
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43 157 TA 91 in
millions o

 
f 
9314.3
54 

French 
Francs 

13235.
791 

397.01
6 

471.89
5 

1159.06
6 

1480.7
34 

3612.
653 

7190.3
21 

Table 2: Descriptive statistics of industrial and investment features (in 1991) of distressed firms (unit 1) and 
other firms (units 2, 3 and 4). (From de De Bodt et al., 19) 

 
Firms’ 
characteristics 

Wilcoxon 
statistic 

P value Significance 

WC/SA91  -2.1877 0.029 ** 
II/SA91 -1.139 0.255 NS 
FA/TA91 -0.219 0.827 NS 
CA/FA91 -0.346 0.729 NS 
SA91 -1.286 0.198 NS 
TA91 -1.075 0.282 NS 

Note : *** significant at the 1% threshold ; significant at the 5% threshold ; 
significant at the 10% threshold ; NS (Not significant). 
Table 3: Wilcoxon test on the industrial and investment features of distressed (firms in unit 1) and others 
firms (units 2, 3 and 4). (From de De Bodt et al., 19) 

The last table is interesting and suggests that the negative impact of debt on 
performance is even more pronounced when companies have long operating cycles 
(result significant at the 1% threshold). During a crisis period, firms can be tempted to 
reduce their working capital by using more credit supplier. 
 

3.3.2 Financial structure and performance: a dynamic relation 

 We wished to know if distressed firms increased their leverage correlatively 
with their difficulties. In other words, does decrease in performance lead to an 
increase in leverage? If this relationship is right, our results will be consistent with 
those of Altman [11] We used the same methodology as before. 
 
Variation in
leverage  
from 1991 to 1993 

Number of 
observations

Mean Quartile One Median Quartile 
Three 

Distressed firms (%) 43 2.80 9.2 -0.73 15.01 
Effective and very  
effective firms (%) 

157 -0.5 -24.32 -10.18 7.35 

Table 4: Descriptive Statistics of leverage variation of distressed (unit 1), effective 
and very effective firms (units 2, 3 and 4). (From de De Bodt et al., 19) 

                                                           
7When comparing unit 4 with the others, a similar result is found, that is the working 
cycle of firm in that category compared with others is lower at the significance 
threshold of 5% (-2.047). Likewise when comparing firms in units 1 and 4 only, the 
results confirm those already evidenced (-2.065 significant at the 5% threshold). 
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Variation in
leverage  
from 1991 to 1993 

Number of 
observations

Mean Quartile One Median Quartile 
Three 

Distressed firms (%) 43 2.80 9.2 -0.73 15.01 
Effective and very  
effective firms (%) 

157 -0.5 -24.32 -10.18 7.35 

 Wilcoxon 
statistic 

P value Significan
ce 

Leverage (, 1991- 1993) -2.518 .012 ** 
Note : ** significant at the 5% threshold. 
Table 5: The Wilcoxon test on the variation of leverage (between 1991 and 1993) of 
distressed and others firms. (From de De Bodt et al., 19) 
 
 
 Descriptive statistics (table 4) indicated that on average distressed firms 
increased their debt (2.80%) whereas effective firms decreased their debt (-5.06% on 
average). This result allows us to think that debt-increase is passive and highlights a 
mechanical consequence of working operating difficulties. In other words, drop in 
performance has an adverse effect on the debt level. Thus decrease in performance 
mechanically led to an increase in difficulties for distressed firms. 
The Wilcoxon test showed us that the variation in leverage between distressed and 
effective firms is statistically different (significant at the 5% threshold).  
 Hence highly-leveraged firms are less efficient than others and are also subject 
to the greatest variation in their leverage (significant at the 5% level). 
 
 The relationship between leverage and performance is dynamic and our results 
are consistent with those of Opler and Titman [15] and Altman [11]. We can 
summarize it as follows: 
 
Initially highly leveraged     Initially very highly 
leveraged 
 
(RELATION OF JENSEN)  (RELATION OF OPLER 
 AND TITMAN) 
 
 
Increase in performance   Decrease in performance 
 
   (RELATION OF ALTMAN) 
 
 
       Increase in leverage 
 
Leverage, a factor of « good stress »  Leverage, a factor of « bad stress » 
(From De Bodt et al., 2001) 
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4 Another example: the leasing case 

4.1 An first approach: leasing as a substitute for bank loans 

The question of substitutability or complementarity of leasing and debt has been 
studied in details by the financial literature but without reaching a consensus of 
unanimous reply. According to Myers et al. [23], the use of leasing would be probably 
accompanied by a lesser utilization of a debt, reducing, in the same proportion, the 
firm’s debt capacity (Levasseur and Quintart) [24]. The validity of such an argument 
is based on the perfect substitution hypothesis between leasing and bank debt. 
Therefore, this perfect substitution hypothesis can be rejected in favour of an 
imperfect substitution and sometimes in favor a complementarity between banking 
loans and leasing. 
 Two arguments can be advanced. 
 The first argument against a perfect substitution between leasing and debt 
concerns the substantial costs borne by the (banking) creditor or (credit) lessor in case 
of corporate bankruptcy. For Krishnan and Moyer [25], costs created by the 
bankruptcy of the tenant would be lesser for the lessor that for any other creditor. The 
quality of ownership allows him to recapture the goods in case of corporate 
bankruptcy when the contract is not stopped. In fact, it avoids opportunity costs 
associated with the slowness of the resolution process of the bankruptcy and more 
rapidly may allow to resale the asset. 

The second argument contradicting perfect substitutability between leasing and debt 
is based on properties of leasing. By the terms of the contract and rights given to the 
lessor, leasing has characteristics close both to the secured and unsecured debt. The 
secured debt, because lessor has a real guarantee in the ownership of asset in the 
contract; the non-secured debt, because unpaid rents and banking loan prior before 
bankruptcy have the same rank of priority. In most of cases, the funds are lost by the 
creditor. The diversity of the debts contracted by the firm, introducing a distortion 
between creditors in case of bankruptcy, favours the thesis of the imperfect 
substitution leasing/ classical debt (Stulz and Johnson) [26].  
 
The question of complementarity or substitutability of debt and leasing seems to be 
unsolved because there is no consensus between theoretical and empirical approaches. 
Leasing is often analyzed as a last resort solution, especially for very weak firms. 
Firms’ financing preferences nevertheless depend on the characteristics. It allows 
lessor to gain a clientele of firms with atypical profiles. The reasons for the choice of 
leasing versus bank loan can therefore be several, which we develop in the following 
point. 
As underlined by Smith and Wakeman (p. 907) [27]: "the coexistence of both leased 
and purchased assets suggests that the net benefits of leasing are uniformly neither 
positive or negative ". In this vein, the understanding leasing choice versus bank loan 
for the firm would depend on costs/advantages. 
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The empirical study, proposed in the next paragraph, based on a sample of French 
firms differs from previous ones, in two points. 
The first concerns the methodology employed. The empirical analysis of De Bodt et 
al. [28] and Cottrell et al. [29] confirms viewpoints advanced in the financial 
literature. They do not allow to develop a discrimant analysis able to distinguish 
between firms that use leasing and those that do not. Moreover, by considering the 
very particular distribution of some ratios, the authors make a comparative analysis of 
a technique of linear data analysis (multiple correspondence analysis) and a technique 
of non linear analysis (Kohonen maps). The interest is in the results obtained by the 
KACM. Indeed, observations by the authors suggest firstly, the existence of 
subgroups within the population of firms that use leasing, and secondly, a clear 
association between the use of leasing and financial health of firms. Even if the 
KACM method presents weak points (The first is that the visualization of the 
Kohonen map does not allow evaluation of the distance between the units. The second 
is the quality of the representation), its use can bring progress in the understanding of 
leasing by the use of Kohonen maps. The use of Kohonen maps favors a roundup of 
individuals according to their propensity to use leasing utilization, which allows a 
finer analysis of firms’ profiles. 
The second contribution of our study concerns the utilization of a direct measure of 
the credit rationing. 
 

4.2 Data and methodology on French data 

4.2.1 Sample presentation and variables choice 

Our study deals with a sample of 11436 French SME. We used the date from Dun and 
Bradstreet, for 1999. As we sought accounting data which represent leasing financing, 
we proceeded in several steps. Firstly, we retained all firms with a staff between 20 
and 500 employees. By this, we wanted to select SME by excluding very small firms 
in order that the information would be less difficult to deal with. From this point, we 
choose to retain only industrial and services firms using leasing. Indeed, we excluded 
firms in the financial sector (the accounting treatment of profit for these firms is 
significantly different than that of other sectors). After applying these criteria 12669 
were retained. 
 
The validity of accounting data was validated by using a series of coherence tests. 
Hence our sample was composed of 11233 firms. Then, we worked from the Dun 
database. 
In this database, we used the following information: number of workers, long term 
debt, leasing, equity, short term assets, short term liabilities, EBITDA, financial fees, 
fiscal debt and firm age. 
The collection of these data allowed the construction of variables used in empirical 
tests. 
 
In this study, we seek to clarify explanatory factors in the propensity of the firm to 
finance by leasing. To take into account the intensity of credit lease utilization, we 
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calculated the variable L (Leasing), by calculating the ratio of leasing divided by the 
long term debt for each observation. 
 
The literature analysis presented in the first section allowed several arguments to be 
identified to explain the choice of leasing/banking loan for the firm. It concerns the 
firm’s risk level, information asymmetry between lender and borrower, the firm’s 
debt capacity and the dissociation between judicial and economic ownership. We 
summarize in table 6 for each determinant the financing policy by leasing. The lack of 
some data and information explains we have limited our investigation to these main 
four arguments. Table 7 presents the variable measurement used and the expected 
effects on the propensity of the firm to be financed by leasing. 
 
 
Theoretical viewpoint Argument Chosen Variables 

The risk of the borrower The use of leasing is 
positively associated with 
the bankruptcy risk 
(Krishnan and Moyer) 
[25], 

- Probability of 
bankruptcy 

- Firm’s solvability 

 

 

Informational asymmetry on 
quality of growth 
opportunities 

Leasing is all the more 
used when the firms are 
young and small (Sharpe 
and Nguyen) [30]. 

- Firm size 

- Age 

 

Limited debt capacity Firms with real debt 
capacity should use 
leasing more frequently 
(Krishnan and Moyer) 
[25]. 

- Leverage 

The separation between 
judicial and economic 
ownership 

The acquisition of 
judicial ownership is 
optional in leasing 
contract. The firm avoids 
transaction costs due to 
retrading the good on the 
second market. So the 
small-sized firm would 
probably used leasing 
more frequently (Smith 
and Wakeman,) [27]. The 
loss of the legal 
ownership leads to loss in 
flexibility for the firm.  

- Firm size 

Table 6: Theoretical viewpoint for using leasing and variables choosen 
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Variable Ratio Expected sign 

Probability of bankruptcy 
(DEF) 

EBITDA / Financial 
expenses 

positive 

Solvability (SOL) Cash flow / financial debt + 
leasing  

negative 

Size (TA) Log (total workers) negative 

Age (AGE) Number of years of life 
since the firm’s creation 

negative 

Leverage (LEV) Long term debt + leasing / 
equity 

positive 

Control Variable Ratio  

Credit rationing (CR) Fiscal and corporate 
debt/going concern debt 

In the case of 
substitution hypothesis, 
we expect a negative 
relationship between 
credit rationing and the 
amount of leasing 

Table 7: Explanatory variables and expected effects 
 

4.2.2 Results obtained by Kohonen maps 

 
In this section, we present the main results obtained from the firms’ sample. 
 

We show the results obtained for the different variables. We associated the dependent 
variable to the explanatory variable, by highlighting different levels: VS: very strong, 
S: strong, W: weak and VW: very weak. 
 

Theoretical hypothesis: The risk level of the borrower 

LVW 
DEFS 

LW 
DEFVW 

LS 
DEFW 

LVS 
DEFVS 

Unit 1  Unit 2  Unit 3 Unit 4 
Legend 
LVS, LS, LW, LVW: Leasing very strong, strong, weak, very weak.  
DEFVS, DEFS, DEFW, DEFVW: Probability of bankruptcy very strong, strong, 
weak, very weak.  
U1, U2, U3 et U4: Unit 1, Unit 2, Unit 3, Unit 4. 
Table 8: Probability of the bankruptcy and the use of leasing. 
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Theoretical argument: The risk level of the borrower 

LVS 
SOLW 

LS 
SOLVS 

LW 
SOLS 

LVW 
SOLVW 

Unit 1  Unit 2  Unit 3 Unit 4 
Legend 
LVS, LS, LW, LVW: Leasing very strong, strong, weak, very weak.  
SOLVS, SOLS, SOLW, SOLVW: Solvability very strong, strong, weak, very weak.  
U1, U2, U3 et U4: Unit 1, Unit 2, Unit 3, Unit 4. 
Table 9: Debt capacity and the use of leasing. 
 
Theoretical argument:- Informational asymmetry between lender and borrower 
   -separation between judicial and economic ownership 
LS 
TAW 

LVW 
TAVS 

LW 
TAS 

LVS 
TAVW 

Unit 1  Unit 2  Unit 3 Unit 4 
Legend 
LVS, LS, LW, LVW: Leasing very strong, strong, weak, very weak.  
TAVS, TAS, TAW, TAVW: Size (total assets) very strong, strong, weak, very weak.  
U1, U2, U3 et U4: Unit 1, Unit 2, Unit 3, Unit 4. 
Table 10: Firm size and the use of leasing. 
 
Theoretical argument: Informational asymmetry between borrower and lender 
LVS 
AGEVW 

LW 
AGEW 

LS 
AGES 

LVW 
AGEVS 

Unit 1  Unit 2  Unit 3 Unit 4 
Legend 
LVS, LS, LW, LVW: Leasing very strong, strong, weak, very weak.  
AGEVS, AGES, AGEW, AGEVW: Age very strong, strong, weak, very weak.  
U1, U2, U3 et U4: Unit 1, Unit 2, Unit 3, Unit 4. 
Table 11 : Firm age and the use of leasing. 
 
Theoretical argument: debt capacity of the firm 
LVW 
LEVVW 

LVS 
LEVVS 

LS 
LEVS 

LW 
LEVW 

Unit 1  Unit 2  Unit 3 Unit 4 
Legend 
LVS, LS, LW, LVW: Leasing very strong, strong, weak, very weak.  
LEVVS, LEVS, LEVW, LEVVW: Leverage very strong, strong, weak, very weak.  
U1, U2, U3 et U4: Unit 1, Unit 2, Unit 3, Unit 4. 
Table 12: Leverage and the use of leasing. 
 
 
 
 

256



4.2.3 Comments and analysis 

 
 Empirical test results highlight significant effects for the different factors 
explaining the use of leasing. Indeed, firms use leasing especially when: 
they have small size 
they are young 
they have a smaller solvability 
they present a strong likelihood of bankruptcy. 
 These profiles testify a stronger risk of failure. The results suggest that leasing is 
often used when the firms are constrained by credit rationing. (Krishnan and Moyer, 
[25] ; Sharpe and Nguyen) [30]). 
 
We have consequently sought to check if our results were robust, by seeing the 
relationship between explanatory variables and the credit rationing. To do this, we 
evaluated the level of credit rationing of the firm by the following ratio: fiscal and 
corporate debt/ going concern debts. The Wilcoxon test shows significant results for 
the following variables: size, leverage, probability of bankruptcy and solvency. We 
verify consequently that relationships have their origin in credit rationing. Table 13 
summarizes the results. 
 
 
 
 
Variables Wilcoxon 

statistics 
Interpretation 

Size -2.147** Credit rationing is positively associated with 
a small size 

Leverage -16.03*** Credit rationing is positively associated with 
highly leveraged firms 

Solvency -5.31*** Credit rationing is negatively associated with 
firms’ solvency 

Probability of 
Bankruptcy 

-10.1*** Credit rationing is positively associated with 
the probability of bankruptcy 

Age -1.11 Credit rationing is negatively associated with 
firms’ age 

Note: *, ** and *** significant at the 10%, 5% and 1% threshold. 
Table 13: Credit rationing intensity and financing policy by leasing: Wilcoxon test. 
 
On the French SME sample, our results suggest that the use of leasing is positively 
associated with credit rationing. This confirms that the use of leasing is a “last resort 
solution”. Otherwise, the financial literature does not totally explain the motives of 
credit rationing. Is credit rationing due to too high leverage or informational 
asymmetry on the borrower? In this context, leasing could be preferred by young 
firms and start-ups. 
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5 Conclusion 

We will end this paper with: 
the advantages and the disadvantages of neural networks systems 
our results. 
 
The advantages are numerous compared to classical statistical analyses. On the one 
hand, they allow problems to be investigated for which we have a priori non 
information. Thus in the framework of the detection of firms in financial distress, it is 
not necessary to know the variable distribution (contrary to discriminant anlysis). 
Secondly, the neuronal systems discover by themselves relationships between 
variables which allow us to study non-linear problems. Thirdly, the uncompleted data 
can be taken into account by the supplementary neuron addition. Fourthly, the stop of 
the iterative process -when the system produces the best results on the validation 
sample- gives robust results. One can consider that the relevant information is 
integrated in the system. Fifthly, neuronal systems allow to work on qualitative and 
quantitative variables.  
 
 Despite these advantages, several criticism can be addressed to neural networks. 
These are following. Firstly, it does not exist theory allowing to determine the optimal 
structure of the system. Especially the determination of the hidden layers number and 
the number of neurons are, the most often, dependant from the user and its capacity to 
experiment several architectures. Secondly, neural networks often assimilated to 
"black boxes" in which it is difficult to extract relevant relationships among variables. 
 
 However, the studies presented above show that neural networks give good 
results in the classification area. To be able to improve the approach by neuronal 
networks, efforts have to focus on: the construction of the system, the clustering of 
entry variables and the adjustment of learning parameters that depend greatly on 
human intervention. 
 
 After these papers, the next research will be focus on the problem of prediction 
which will be developed in the next presentations. 
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Abstract. The present study deals with the empirical analysis of patterns in the 
evolution of interest rate curves (IRC). The main topic is to consider IRC as 
objects (curves) embedded into high-dimensional space and to study similarities 
and differences between them. This is a typical problem of clustering and 
classification in machine learning. In fact, theses data – IRC, can be considered as 
functional data set. Machine learning algorithm, namely Self-Organising Map - 
SOM (Kohonen map) [1], was used to study the evolution of interest rates and to 
reveal the potential patterns and clusters in IRC. Case study is based on Swiss 
franc (CHF) data on daily interest rates. For the analysis both raw data (curves 
composed of 13 non-regularly distributed maturities - from 1 week to 10 years) 
and data completed by interest rates mapping in a feature space of date-maturity 
were studied [2]. In the latter case curves are composed of 120 regularly (by 
month) distributed maturities. Feasibility study and preliminary results on IRC 
patterns analysis first time were presented in [3]. 

1 Introduction 

Interest Rates Curve (IRC), or yield curve, is the relation between the interest rate (or 
cost of borrowing) and the time to maturity of the debt for a given borrower in a given 
currency [Wikipedia]. So interest rates depend on time and maturity which defines 
term structure of the interest rate curves. Temporal evolution of IR data for all 
maturities considered in this study is presented in Figure 1. Data cover the period 
from the end of 1998 to the beginning of 2006. Missing data can be observed at the 
end of year 2000.  
 In general, the information on interest rates dynamics is available for several 
fixed time intervals (daily, weekly, monthly) and for some definite maturities. In this 
study interest rate curves are composed of LIBOR daily rates with maturities 1 week, 
1, 2, 3, 6, 9 months and SWAP rates with maturities 1, 2, 3, 4, 5, 7 and 10 years. The 
behavior of different maturities is coherent and consistent in time which can be 
confirmed by the corresponding global correlation matrix between different maturities 
(Figure 2).  
 There are some well known important stylised facts (typical and stable 
behaviour) that have to be taken into account during analysis, modelling and 
interpretation of IRC [4]:  

                                                            
* The work was supported in part by the Swiss National Science Foundation projects 
N 200021-113944 and N 100012-113506. 
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! The average yield curve is increasing and concave.  
! The yield curve assumes a variety of shapes through time, including upward 

sloping, downward sloping, humped, and inverted humped.  
! IR dynamics is persistent, and spread dynamics is much less persistent.  
! The short end of curve is more volatile than the long end.  
! Long rates are more persistent than short rates.  

 

 
Fig. 1. Temporal evolution of CHF interest rates 

 

 
Fig. 2. Global correlation matrix for all maturities. Light gray cells are with values 

more than 0.95 

 
Some interesting studies concerning interest rates analysis were presented in [5] and 
[6]. In [5] a general method to study the hierarchical organization of financial data by 
embedding the structure of their correlations into multi-dimensional spaces with a 
clear cluster differentiation was proposed. In [6] an empirical analysis of interest rates 
in money and capital markets was performed on the set of different weekly interest 
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rates. The study was focused on the collective behavior of the stochastic fluctuations 
of the time series which was investigated with a clustering linkage procedure. The 
separation in several clusters organized in a hierarchical structure was demonstrated.  
The main task of the present study deals with the analysis of IRC as objects embedded 
into 13-dimensional space (equal to the number of maturities) and application of 
nonparametric nonlinear tool – Self-Organising maps in order to find some typical 
classes of IRC. A priori hypothesis is that typical curves are clustered in time 
reflecting some market conditions.  

2 SOM classification of interest rate curves 

Detailed description of SOM theory and corresponding learning algorithms can be 
found in [1].  
 SOM structure used for the current study is 10x10 hexagonal grid with bubble 
neighbour function. A 13-dimensional input feature space corresponding to the 
number of maturities was build. Only daily interest rate values were used for the 
classification. No date/time information was presented to the model. U-matrix of the 
trained SOM is used as a visualization tool describing the structure of data. The 
following step of the analysis is to apply another declustering algorithm to the trained 
SOM, e.g. k-Means algorithm, to detect cluster structure of the data. 
 Let us consider some results. It was found that 3 classes do not reveal IRC 
patterns but with 4 classes the major IRC groups were detected. U-matrix of the 
trained SOM with 4 predefined clusters is presented in Figure 3. In Figure 4 the 
examples of the IR curves (rate vs. maturity) for each of 4 clusters are presented. 
Figure 5 gives temporal structure (distribution of IRC classes in time) for all 4 classes. 
One can see that the behaviour of the curves is similar inside clusters and dissimilar 
for different clusters.  
 Let us examine the U-matrix in details (Figure 3). The advantage of the SOM 
mapping is that one can not only divide the space into clusters in some manner but 
also it is possible to see some details in the structure of the data. For example, let us 
compare cluster 1 with cluster 2. Cluster 1 is located in the area where dark colours 
(corresponds to smaller distances between cells) are dominated. On the contrary, 
cluster 2 is located in the area where light colours are dominated. It means that IR 
curves from class 1 are more similar to each other than between class 2 (see Figures 4 
and 5 for demonstration). Another useful feature of the SOM mapping is a 
presentation of a topological structure of the data. For example, obtained topology 
demonstrates that class 3 is closer (more similar) to the class 4 than to the class 2 (see 
Figures 4 and 5 for the demonstration). 
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Fig. 3. SOM U-matrix map classified by k-Means clustering method. Predefined 

number of clusters equals to 4 

 

 

 
Fig. 4. Examples of the IR curves (rate vs. maturity) for each of 4 clusters 
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Fig. 5. Classification result for all maturities in time graphs. Black points on the 

top correspond to the 4 clusters detected by SOM (see right axis) 

 

 
Fig. 6. SOM U-matrix map classified by k-Means clustering. Predefined number of 

clusters is 6 

 

 
Fig. 7. Classification result for all maturities in time graphs for 6 classes 

 More detailed structure of the IRC can be elaborated when considering 6 basic 
classes (Figures 6 and 7). Note that in this case class 1 from 4-classes division was 
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divided into two (4 and 6) in the 6-classes division. Also additional class 3 (6-classes 
division) looks like a border between classes 3 and 4 (4-classes division). 

3 Missing data reconstruction 

One of the possible approaches proposed to solve the problem of missing data deals 
with using two-dimensional interest rates mapping in a feature space using 
geostatistical and machine learning algorithms [2]. In this case interest rates are 
considered as a function in a two-dimensional feature space – time and maturity. 
Thus, the problem can be formulated as a traditional problem of spatial predictions 
(interpolation), i.e. predicting values either on a grid or for some particular 
dates/maturities.  
 Interpolation problem of missing data deals only with historical data and is 
related to the tasks of interpolation of missing data in time and to the reconstruction of 
curves for any maturity. Example of such 2D map produced by Multilayer perceptron 
having structure [2-50-1] (two inputs, 50 hidden neurons and one output) is presented 
in Figure 8. MLP was trained using conjugate gradients algorithm with simulated 
annealing initialization of the weights. Raw data were split into training (80%) and 
validation (20%) subsets. 
 Horizontal axis is a maturity (in months), vertical axis is time (in days). 
Interpolation was produced on a regular grid with x-step 1 month and y-step 1 week. 
Of course, finer simulation grid can be used as well. Color scale is an interest rate 
value.  
 

 
Fig. 8. Interest rates mapping using [2-50-1] multilayer perceptron (MLP) model. 

Step by horizontal axis is one month; by vertical axis is one week 

 
 As it was mentioned earlier, dataset used has one large period with missing 
values (from September to December of 2000, see Figure 1). Reconstructed time 
series for some maturities (1, 6 months, 1, 5, and 10 years) are presented in Figure 9. 
Note that interpolation step in time was one week, so we have smoothed 
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reconstruction of curves on a daily graph. For the current exploratory empirical study 
of patterns it was enough. But if it is necessary to produce less smoothed curves with 
more details one should use smaller step in interpolation grid and more complicated 
structures of the interpolating model (more hidden layers/neurons in the MLP model; 
geostatistical simulations, Support Vector Machines) [2].  
 

 
Fig. 9. Interest rates reconstruction of the missing data using 2-50-1 multilayer 

perceptron model for selected maturities (1, 6 months, 1, 5, and 10 years). 
Reconstructed period is in the rectangle 

 

  
Fig. 10. Examples of reconstructed and real temporal evolution of CHF interest 

rates in time graphs for one month (gray) and two years (black). 2001 year, period 
with unusual behaviour (inversion) is outlined and presented with zoom (right). 

 
 In Figure 10 examples of reconstructed and real temporal evolution of CHF 
interest rates for one month (gray) and two years (black) are presented. 2001 year, 
period with unusual behavior (inversion) is outlined and presented with a zoom 
(right). Despite of reconstructed curves are rather smooth they were able to describe 
the phenomena of inversion during the selected period of time. 
 Now, let us apply SOM model for the analysis of clustering for the curves 
extracted from this map. These curves can be considered as objects embedded into 
120 dimensional space according to the grid (120 cells in x-axis). It is interesting to 
compare the results with SOM analysis of raw data (original curves).  
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 The result of U-matrix map classified by k-Means method with predefined 
number of clusters is 4 is given in Figure 11. Figure 12 is the same as Figure 5 but 
shows clustering results both for original data (13 maturities) and for 120 inputs 
(maturities) model after mapping (gray dots and black dots). Some differences can be 
detected only in a year 2001 when unusual behavior of the curve (inversion) was 
observed. 
 

 
 

Fig. 11. SOM U-matrix map classified by k-Means clustering method. Model with 
120 inputs. Predefined number of clusters is 4 

 

 

Fig. 12. Classification results for all maturities in time graphs. Black points on the 
top correspond to clusters (same as in Figure 5), gray dots - clustering result on 
SOM with 120 inputs after mapping. 2001 year, period with unusual behaviour 

(inversion) is outlined 

4 Conclusions  

Interest rate curves form the background for economic and financial decisions and 
risk management. They are composed of multiple time series corresponding to 
different maturities. In the present research they were considered as a functional data 
– curves, evolving in time. Self-Organising Kohonen maps were applied to study 
interest rate curves patterns and their clustering in time. Interesting finding deals with 
the observation of few typical behaviors of curves and their clustering in time around 
low level rates, high level rates, and periods of transition between the two. Such 
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analysis can help in the prediction of interest rate curves, evaluation of financial 
instruments and in financial risk management.  
 In order to solve the problem of missing data an approach based on interest rates 
mapping was successfully applied.  
 Future studies dealing with IRC classification and corresponding general market 
conditions are in progress. New studies concern the analysis of Euro and USD interest 
rates and their dynamics as well. 
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Abstract. Of the methods used to build bankruptcy prediction models in the last 
twenty years, neural networks are among the most challenging. Despite the 
characteristics of neural networks, most of the research done until now has not 
taken them into consideration for building financial failure models, nor for 
selecting the variables to be included in the models. The aim of our research is to 
establish that to improve the prediction accuracy of the models, variable selection 
techniques developed specifically for neural networks may well offer a useful 
alternative to conventional methods.  

1 Introduction 

The history of bankruptcy prediction models may be divided into two main periods. 
The first starts with Altman’s [1] and Ohlson’s [2] models. During this period, which 
goes from the late 1960’s to the late 1980’s, research relied largely on discriminant 
analysis and logistic regression as methods of building the most accurate models. But 
as much research has since shown, these methods suffer from major drawbacks and 
the real input-output variables dependency (i.e., the dependency between financial 
ratios as explanatory variables and the probability of failure) may be neither linear nor 
logistic; in other words, it has gradually become clear that other methods should be 
studied and used to create bankruptcy models.[3] 
 The second period begins in the late 1980’s, when many authors, in attempts to 
overcome the limitations described above, undertook research to assess the ability of 
non-parametric methods to accurately predict the risk of bankruptcy or the risk of 
financial failure. It was also during this period that non-linear techniques such as 
neural networks emerged in this field of research and demonstrated their frequent 
ability to outperform most existing techniques, whether parametric or not. 
 But, whatever the method, when the goal of the research is to seek an effective 
means of improving the accuracy of a prediction, the variables to be included in the 
models are commonly selected either because they are among those commonly used 
in the field of financial analysis, such a set being historically validated through 
univariate statistical tests (most of the time, t of F test–in which case there is no 
guarantee that this historical reference is sufficient to create the best models), or 
because selection is the result of automated processes, often optimized for linear 
methods (and in this case, there is no guarantee that such processes are relevant in any 
situation). For instance, it is not particularly relevant to use a variance-based criterion 
or a likelihood-based criterion to select a set of variables for a model with a method to 
which these parameters are not well suited, especially with non-linear methods. The 
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subsets which could be estimated in such a way may be under-optimized because the 
criterion used to assess their legitimacy does not make sense in a non-linear context. 
 Thus, we have seen the influence of different variable selection processes on the 
accuracy of a model and studied the fitness of the most widely used methods for 
designing bankruptcy models and several well known variable selection techniques. The 
content of the paper is organized as follows. In section 2 we describe the methods 
traditionally used to identify variables when the aim of a research is to build the most 
reliable bankruptcy prediction models. In section 3, we describe the methods and 
sample used in our experiments. Then, in section 4, we present and discuss the 
empirical results, and, in section 5, we summarize the main findings of the study. 

2 Literature review 

A reading of the major articles published over the past 50 years shows that, when 
developing business failure models, researchers usually use a two-step procedure to 
choose the « best » variables to be included in their models. Whereas a large set of 
variables is first identified based on general considerations (financial, empirical, and 
so on), only a few are finally chosen based on statistical issue. 
 The first group, often made up of a few tens of variables, is most often identified 
without using any automatic process but is arbitrarily chosen based on the popularity 
of variables in literature or on their predictive ability as assessed in previous studies. 
This « historical » set was built up on the strength of the seminal work done by 
researchers who, in the 1930’s, first assessed the usefulness of financial ratios as a 
means of predicting corporate failure and by those who contributed to an 
understanding of the role played by multivariate statistical methods in the field of 
bankruptcy prediction. Among these latter researchers are Altman [1], Odom and 
Sharda [4], Zmijewski [5] and Zavgren [6]. All of this work may be viewed as the 
initial step towards the elaboration of a comprehensive set of essential bankruptcy 
predictors, which has been complemented over the years by other variables, whether 
they are accounting-based measures of the financial health of a firm or not (statistical 
variables calculated with financial data, variables measuring the evolution of financial 
indicators, non-financial variables describing a quantitative or qualitative 
characteristic of a company, market variables as a means to explain and quantify the 
way financial markets may evaluate the performance of companies through the price 
or the return they place on firm equity). 
 The second group, on the other hand, is most often selected through a computer-
based procedure designed to mine the former group for the best set of variables, 
depending on an evaluation criterion to define a priori. 
 The evaluation criterion is very often a criterion that does not depend on the 
method used to develop models. This independence means that the inductive algorithm 
is not used to assess the value of a set of variables. However, whatever the criterion 
considered, it may not be without some influence on this algorithm. Indeed, a probabilistic 
distance, such as a Mahalanobis distance, or a distance calculated through a transformation 
of an intra- or inter-group covariance matrix, such as a Wilks Lambda, may be 
considered the criterion most suited to select variables to be used with a discriminant 
analysis, while a likelihood criterion may be most suited to select variables for a 
logistic regression. Nevertheless, the use of these criteria with methods for which they 
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are not entirely optimized or suited is common practice. Indeed, many authors use 
such criteria to build neural network models [7, 8, 9, 10, 11, 12]. But Leray and 
Gallinari [13] have stated that since many parametric variable selection methods rely 
on the hypothesis that input-output variable dependence is linear or that input variable 
redundancy is well measured by the linear correlation of these variables, such 
methods are clearly ill-suited to non-linear methods, and hence to neural networks.  
 Moreover, many of those who have developed neural models have identified their 
final sets of variables simply on account of their popularity in the financial literature. 
If one analyzes the linking these studies, it is clear that the criteria used to assess the 
legitimacy of most of these variables make sense only in a linear context [4, 14, 15, 
16, 17, 18, 19, 20, 21, 22]. Very little research has used either a genetic algorithm [23, 
24, 25, 26, 27] or a method suitable for non-linear techniques to take into account the 
characteristics of neural networks, and in each case, with only few variables, small 
samples, and without attempting comparisons of several methods or criteria [28, 29, 
30, 31]; the significance of these experiments is thus reduced. Many authors also 
strongly recommend comparing the results obtained with different classification or 
regression techniques, but do not apply the same reasoning to the selection methods 
that will choose the variables relied on by these techniques. 
 The point is to show that many authors of bankruptcy models use variable 
selection methods without considering the very characteristics of the modelling 
techniques. It is for this reason that the aim of our research is to use « modelling 
method-variable selection technique » pair analysis to examine the influence of this 
common practice and to analyze the influence of the latter on the former, in terms of 
prediction accuracy. Only one study [23] has compared a pair of sets of variables 
optimized for a discriminant analysis (stepwise method and F test), a logistic 
regression (stepwise method, Rao's score test to add variables and a likelihood ratio 
test to discard variables) and a neural network (genetic algorithm), but just to analyze 
the differences between the models in terms of accuracy over different prediction 
timeframes (one, two or three years). 

3 Methods and samples 

3.1 Modelling techniques  

Modelling methods are chosen for their popularity in the financial literature. Of the 
more than 50 regression or discriminant techniques, three predominate: discriminant 
analysis, logistic regression and a special type of neural network, known as multilayer 
perceptron, trained with a steepest descent method. A ten-cross validation technique is 
used to define all neural network parameters (topology, learning rate, momentum 
term, weight decay) and those that lead to the best out-of-sample error are then 
selected for our experiments. The final architecture is then composed of a single hidden 
layer with four nodes, an output node, a bias node in each layer and two weight decay 
parameters (one for the hidden layer and one for the output); a hyperbolic tangent is 
used as an activation function. We set the learning rate to 0.4, the momentum term to 
0.4, and the weight decay to 10-4 and 10-3. The learning process was stopped after 
1,000 iterations, as no change could be observed in the error rate. 
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3.2 Variable selection procedures 

The variable selection techniques we choose are those most commonly used in the 
literature. First, we have chosen a technique that relies on a forward search procedure 
to explore a (sub)space of possible variable combinations, a Fisher F test to interrupt 
the search, and a Wilks Lambda to compare variable subsets and determine the « best » 
one. This technique was complemented with two others: a forward stepwise search 
and a backward stepwise search, with a likelihood statistic as an evaluation criterion 
of the solutions and a Khi2 as a stopping criterion. We then select three of the most 
commonly used [13] methods especially designed for neural networks, two of them 
evaluating the variables without using the inductive algorithm (filter methods) and 
one using the algorithm as an evaluation function (wrapper method). The first is a 
zero-order technique, which uses the evaluation criteria designed by Yacoub and 
Bennani [32] and the second is a first-order method that uses the first derivatives of 
network parameters with respect to variables as an evaluation criterion. The last one 
relies on the evaluation of an out-of-sample error calculated with the neural network. 
We do not choose a second-order method, based on second derivatives of network 
parameters, so as to investigate an equivalent number of points of comparison. With 
all these criteria, we use only a backward search procedure, rather than a forward or a 
sequential search, and the network is retrained after each variable removal. The zero 
and first order criterion were calculated as follows. With a network composed of n  
inputs, one hidden layer with h  neurons and one output, where jiw  is the weight 
between input i  and neuron j  in the hidden layer, and jw  the weight between neuron 
j  and the output, the relevance or the saliency S  of a variable i  may be defined as: 
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where ix  is a variable, y  the output of the network calculated with only one neuron and 
N  the sample size. 

3.3 Variable selection procedure 

To select variables, 1,000 random bootstrap samples were drawn from the original 
dataset. Each bootstrap sample involved selection. To identify important variables, 
those that were included in more than 70% of the selection results are included in the 
final models. To avoid discarding potentially relevant but highly correlated variables, 
variable pairs in which one or both variables are included in more than 90% of the 
bootstrap selections are considered pairs containing a relevant variable. Then, for each 
identified pair, the variable that occurs in most of the selection results is ultimately 
chosen. Once these selections are done, the entire process is repeated to choose the 
final subsets.  
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3.4 Model development 

We used the following procedure to develop the models. The sample was randomly 
divided into two sub-samples: a learning sample A of 450 companies and a test 
sample T of fifty companies. 25 bootstrap samples are drawn from A and, for each 
selected set of variables, used to estimate as many models as bootstrap samples. 
Finally, the resulting models are used to classify the observations of sample T thanks 
to a majority voting scheme. These steps were repeated 100 times and the out-of-
sample error is first estimated, along with a test sample, and then re-estimated using 
the 25 x 100 models, along with a validation sample of 520 companies. 

3.5 Samples 

The datasets (learning, test and validation sets) are drawn from a French database, 
Diane, which provides financial data on more than 2 million French companies. The 
learning and test samples consist of 250 bankrupt and 250 non-bankrupt retail firms 
which have assets of less than 750,000 €. Annual reports from 2002 are taken from this 
database to calculate a set of financial ratios, and we add one variable (shareholders’ 
funds) from 2001. The validation set consists of companies belonging to the same 
sector and the same asset size category (260 bankrupt and 260 non-bankrupt firms), 
but the data are from 2003, with one variable (shareholders’ funds) from 2002. 

3.6 Variables 

We have selected a set of 41 initial financial ratios that can be broken up into six 
categories that best describe company financial profiles: liquidity, solvency, financial 
structure, profitability, efficiency and turnover. 

4 Results 

4.1 Selected variables and individual discrimination power 

Table 1 ranks the variables by frequency of appearance in the six sets of variables, 
and table 2 shows the same ranking but only for variables that are identified with the 
criteria optimized for a neural network. This ranking is compared in table 3, where the 
variables are ranked by their discrimination ability, as assessed by an F test. In this table, 
we have added their rank as it appears in the previous table. The first half of table 3 (line 
1 to line 21) shows the variables for which the F test reveals the highest discrimination 
power. This part of the table also contains 13 of the 14 variables selected with the neural 
network. This result indicates that there is a relationship between a parametric measure of 
discrimination and all the others we used in this study and which are non-parametric. 
However, this relationship is fairly rough because the two rankings are quite different. 
For instance, as table 3 shows, the six variables that are most frequently selected with a 
neural network (EBITDA/total assets, change in equity position, shareholders’ funds/total 
assets, (cash + marketable securities)/total assets, EBIT/total assets, and cash/current 
liabilities) are ranked 4th, 20th, 12th, 3rd and 13th respectively. By contrast, variables with 
high discrimination ability, such as EBITDA/total sales, cash/total assets, current liabili-
ties/total assets, or cash/total debt, are not selected with any selection techniques.  
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 Number of selections
 

Rank of appearance in 
the 6 models 

EBITDA/Total Assets 6  4 4 5 5 6 6 

Shareholder's Funds /Total Assets 5  1 1 2 3 7  

Change in Equity Position 5  1 3 3 4 7  

(Cash + Marketable Securities)/Total Assets 4  2 4 4 7   

EBIT/Total Assets 3  2 4 5    
Total Debt/Shareholders' Funds 2  1 2     
Cash/Total Debt 2  3 3     
Cash/Current Liabilities 2  3 5     
EBIT/Total Sales 2  5 6     
Cash/Total Sales 2  7 8     
Net Income/Total Assets 1  1      
Cash/Total Assets 1  1      
Current Assets/Current Liabilities 1  2      
Profit before Tax/Shareholders' Funds 1  2      
(Cash + Marketable Securities)/Total Sales 1  5      
Operating Cash Flow/Total Sales 1  6      
Total Liabilities/Total Assets 1  6      
Accounts Receivable/Total Sales 1  8      

Table 1: Ranking of the variables 

Rank Number of selections
1 EBITDA/Total Assets 3 

1 Change in Equity Position 3 

3 Shareholder's Funds/Total Assets 2 

3 (Cash + Marketable Securities)/Total Assets 2 

3 EBIT/Total Assets 2 

3 Cash/Current Liabilities 2 
7 Current Assets/Current Liabilities 1 
7 Accounts Receivable/Total Sales 1 
7 Operating Cash Flow/Total Sales 1 
7 EBIT/Total Sales 1 
7 Net Income/Total Assets 1 
7 Cash/Total Sales 1 
7 Total Debt/Shareholders' Funds 1 
7 Total Debt/Total Assets 1 

Table 2: Ranking of the variables selected with a neural network 

 As a consequence, it appears that using a t or an F test for a selection or pre-
selection of the inputs of a neural network is unreliable, as these tests may lead to the 
choice of useless variables as well as to the removal of variables of great interest. 
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Such might well have been the case here, with the change in equity position, for 
which the F test is quite low, even though this variable is in fact relevant according to 
the neural network. Indeed, selection with a Wilks Lambda removes this variable. But 
when the value of an F test falls below a certain level, the only other variable selected 
is accounts receivable/total sales, which is selected only once.  
 

  F p-val. Rank1 
1 EBIT/Total Sales 220,15 0,000 7 
2 EBITDA/Total Sales 219,49 0,000  
3 EBIT/Total Assets 218,96 0,000 3 

4 EBITDA/Total Assets 213,91 0,000 1 
5 Net Income/Total Assets 210,01 0,000 7 
6 Shareholder's Funds/Total Assets 207,59 0,000 3 
7 Total Debt/Total Assets 202,20 0,000 7 
8 Total Debt/Shareholders' Funds 201,14 0,000 7 
9 Cash/Total Assets 195,01 0,000  
10 Cash/Total Sales 179,60 0,000 7 
11 Current Liabilities/Total Assets 179,32 0,000  
12 (Cash + Marketable Securities)/Total Assets 171,62 0,000 3 

13 Cash/Current Liabilities 168,19 0,000 3 
14 Cash/Total Debt 150,50 0,000  
15 (Cash + Marketable Securities)/Total Sales 145,63 0,000  
16 Current Assets/Current Liabilities 133,77 0,000 7 
17 Quick Ratio 131,30 0,000  
18 Accounts Payable/Total Sales 85,95 0,000  
19 Value Added/Total Sales 68,37 0,000  
20 Change in Equity Position 44,29 0,000 1 
21 Operating Cash Flow/Total Sales 28,57 0,000 7 
22 Net Operating Working Capital/Total Assets 27,21 0,000  
23 Net Operating Working Capital/Total Sales 21,10 0,000  
24 Operating Cash Flow/Total Assets 19,40 0,000  
25 Long Term Debt/Total Assets 19,32 0,000  
26 Inventory/Total Sales 16,00 0,000  
27 Accounts Receivable/Total Sales 13,38 0,000 7 
28 Gross Trading Profit/Total Sales 10,53 0,001  
29 Profit before Tax/Shareholders’ Funds 8,97 0,003  
30 Quick Assets/Total Assets 7,13 0,008  
31 Current Assets/Total Sales 4,83 0,028  
32 Financial Expenses/Total Sales 4,04 0,045  
33 Quick Assets/Total Assets 3,47 0,063  
34 Change in Other Debts 2,20 0,139  
35 Total Sales/Shareholders’ Funds 2,16 0,142  
36 Labor Expenses/Total Sales 0,62 0,431  
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37 Net Income/Shareholders’ Funds 0,20 0,651  
38 Financial Debt/Cash Flow 0,18 0,669  
39 Long Term Debt/Shareholders’ Funds 0,17 0,681  
40 EBITDA/Permanent Assets 0,11 0,743  
41 Total Sales/Total Assets 0,02 0,878  
1 Rank of the variables in table 2 

Table 3: Rank of the variables according to an F test 

4.2 Model Accuracy 

Several techniques are used to assess the prediction accuracy of the models. To define 
several points of comparison, we have first analyzed to what extent the two groups 
(i.e., bankrupt vs. non-bankrupt) could be discriminated using variables drawn at random. 
For each bootstrap sample, we have evaluated the accuracy of discriminant analysis 
models, logistic regression models and neural network models. This is a powerful way of 
measuring the distance between a hazard and a deterministic process, and estimating 
the economy of the latter. Indeed, if the discrepancy is small, we can expect that this 
process is useless, and the more it increases, the higher its added value. We then 
calculate the accuracy of models built with the 41 initial variables. This measure can 
be used to evaluate the performance of pruning strategies, and hence to analyze the 
relationship between a dimensionality reduction process and model accuracy. In a third 
and last step, we calculate the performance of the models built with the six final sets of 
variables and the three selected classification techniques: discriminant analysis, 
regression analysis and neural network. The aim of this final step is to discover the way 
modelling techniques may be influenced by a selection procedure and to identify 
points of compatibility. For instance, is there any difference between two neural models, 
one built with variables selected by a Wilks Lambda criterion, and the other by a zero or 
first-order criterion? And what about a logistic model compared to a discriminant 
model using the same set of variables? 

4.2.1 Model accuracy with variables drawn at random 

To assess to what extent our samples can be discriminated, we have drawn 50 sets of 
variables at random and calculated the correct classification rates with bootstrap 
samples. Table 4 shows the overall results.  
 

 DA LR NN 
Non-bankrupt 83.22% 82.39% 83.99%

Bankrupt 73.62% 76.88% 78.45%

Total 78.42% 79.64% 81.22%

DA: Discriminant analysis – LR: Logistic regression – NN: Neural network 

Table 4: Model accuracy with variables drawn at random 

These results demonstrate that it is not easy to discriminate the groups, since the 
correct classification rate is roughly equal to 80%. However, this rate is not bad if we 
take into account the fact that the variables are drawn at random, which reveals that 
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the initial 41 predictors demonstrate a good discriminatory ability when applied to our 
samples. 

4.2.2 Model accuracy with all variables 

Is there any gap in terms of accuracy between a set of randomly selected variables and 
a set including all variables? The results are shown in table 5. When all variables are 
taken into consideration, the correct classification rate increases slightly, but the main 
drawback of this model is its great complexity. In tables 4 and 5, the neural network 
offers better results than the two other methods. 
 

 DA LR NN 
Non-bankrupt 93.56% 91.18% 93.60%

Bankrupt 77.72% 81.76% 86.94%

Total 85.64% 86.47% 90.27%

DA: Discriminant analysis – LR: Logistic regression – NN: Neural network 

Table 5: Model accuracy with all variables calculated on test samples 

4.2.3 Model accuracy as shown by pairs “modelling method–selection technique” 

We then analyze the relationship between modelling techniques and variable selection 
methods. The aim is to investigate whether there are any pairs that perform better than 
others and to study especially the behaviour of a neural network while using sets of 
variables that were optimized for other methods. 
 We first measure the accuracy of different combinations « modelling method–
selection technique », but only for those for which the evaluation criterion suits the 
classification technique. We have compared the results of the following six pairs of 
methods: discriminant analysis–Wilks Lambda, logistic regression–likelihood criterion 
(with two search procedures), and neural network–zero-order, first-order, and error 
criteria. As tables 6 and 7 show, the neural network outperforms discriminant analysis 
and to a lesser extent logistic regression. Indeed, the best result – 93.85% – is 
achieved with a neural network on the validation samples, followed by that for 
logistic regression with 90.77% and discriminant analysis with 85.19%. 
 
 DA 

Wilks 
Step. 

 LR 
Lik. 

B Step. 

LR 
Lik. 

F Step. 

NN 
Error 

B 

NN 
0 Order

B 

 RN NN 
1st Order 

B 

Non-bankrupt 91.20%  93.60% 89.56% 92.78% 91.96%  92.82% 
Bankrupt 83.20%  90.42% 88.84% 95.28% 95.22%  92.82% 
Total 87.20%  92.01% 89.20% 94.03% 93.59%  92.82% 

DA: Discriminant analysis – LR: Logistic regression – NN: Neural network 
Lik.: Likelihood – B: Backward – F: Forward – Step.: Stepwise 

Table 6: Model accuracy for different pairs « modelling technique–variable 
selection method » calculated on test samples 
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 DA 
Wilks 
Step. 

 LR 
Lik. 

B Step. 

LR 
Lik. 

F Step. 

NN 
Error 

B 

NN 
0 Order

B 

 RN NN 
1st Order 

B 

Non-bankrupt 89.62%  91.15% 88.85% 93.08% 92.69%  91.15% 
Bankrupt 80.77%  90.38% 88.46% 94.62% 91.92%  88.85% 
Total 85.19%  90.77% 88.65% 93.85% 92.31%  90.00% 

DA: Discriminant analysis – LR: Logistic regression – NN: Neural network 
Lik.: Likelihood – B: Backward – F: Forward – Step.: Stepwise 

Table 7: Model accuracy for different pairs « modelling technique–variable 
selection method » calculated on validation samples 

 We then analyze the results obtained when a modelling technique is used with a 
selection procedure for which the fit is not deemed acceptable. Table 8 displays the 
results obtained with the set of variables selected with a Wilks Lambda and those 
selected with a likelihood criterion, and table 9 gives the results calculated with the 
three sets of variables optimized for a neural network. 
 Table 8 shows that a variable selection process based on a variance criterion 
(i.e., Wilks Lambda) leads to bad results; the adequate classification rate of 87.20% 
achieved with discriminant analysis is slightly lower with the two other methods. The 
criterion used here relies on assumptions that dovetail with those on which 
discriminant analysis is founded. It is little wonder then that variables that cannot 
satisfactorily classify a high percentage of firms with discriminant analysis are unable 
to provide good results with other methods; the models built with logistic regression 
and the neural network produce nearly equal results. Therefore, this criterion is 
clearly ill-suited to non-linear techniques. 
 

 
Wilks Lambda 

Stepwise 
Likelihood 

Backward Stepwise 
Likelihood 

Forward Stepwise 

 AD  RL  RN AD RL RN AD RL  RN 

Non-bankrupt 91.20%  88.06%  90.02% 87.28% 93.60% 89.68% 87.98% 89.56%  88.08% 

Bankrupt 83.20%  79.18%  77.20% 84.84% 90.42% 92.74% 82.42% 88.84%  91.14% 

Total 87.20%  83.62%  83.61% 86.06% 92.01% 91.21% 85.20% 89.20%  89.61% 

DA : Discriminant analysis – LR : Logistic regression – NN : Neural network 

Table 8: Model accuracy according to modelling techniques and two variable 
selection criteria (Wilks Lambda–Likelihood) calculated on test samples 

 The sets of variables that are selected with a likelihood criterion lead to less 
accurate results with discriminant analysis than with logistic regression – 86.06% – as 
opposed 92.01% with a backward search, and 85.20% as opposed to 89.20% with a 
forward search. However, with a neural network, the results of these two sets are 
fairly good – 91.21% and 89.61% – similar to the results obtained with logistic 
regression. As it happens, the network leads to better results in one case out of two. 
With the likelihood criterion, logistic and neural models lead to broadly similar 
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results, but this is no longer the case with neural network-based criteria. The error 
criterion achieved an accuracy of 94.03% compared with 90.00% for logistic 
regression, and only 84.39% for discriminant analysis. The discrepancy between the 
results of the three methods is nearly the same with a zero-order criterion, with 
respective figures for correct classification of 93.59%, 88.01% and 83.60%, but with a 
first-order criterion there is a decrease, with figures of 92.82 %, 89.19 % and 84.45 %.  
 

 
Error 

Backward 
0 Order 

Backward 
1st Order 

Backward 

 AD  RL  RN AD RL RN AD RL  RN 

Non-bankrupt 83.38%  90.44%  92.78% 83.20% 86.38% 91.96% 87.06% 88.16%  92.82% 

Bankrupt 85.38%  89.56%  95.28% 84.00% 89.64% 95.22% 81.84% 90.22%  92.82% 

Total 84.28%  90.00%  94.03% 83.60% 88.01% 93.59% 84.45% 89.19%  92.82% 

DA: Discriminant analysis – LR: Logistic regression – NN: Neural network 

Table 9: Model accuracy according to modelling techniques and three variable 
selection criteria (Error, Zero and First-Order) calculated on test samples 

 Therefore, the neural network leads to far better results than other methods, 
especially with an error criterion, which is not really surprising, since this criterion is 
both the evaluation criterion of the variable relevance and the measure of this 
relevance. This is a very characteristic feature of wrappers, because the inductive 
algorithm is used directly during variable selection. This result is then consistent with 
what we might expect. The zero-order criterion’s outperformance of a first-order 
criterion can be put down primarily to chance, as there is no evidence that the former 
is better than the latter.  
 Neural models, when developed with appropriate variables, are thus much more 
reliable than logistic or discriminant models. Nevertheless, logistic models seem to 
better fit the data than discriminant models, whatever the variables used. In addition, 
with an error criterion, a logistic model produces 90.00% accuracy, whereas the 
neural model achieves 94.03%, leaving the logistic model – at 84.38% – in the dust.  
The accuracy of a model is in part the result of the intrinsic characteristics of the 
modelling technique and in part that of the fit between this technique and the variable 
selection procedure involved in its design. In the field of bankruptcy prediction, all 
the experiments that have been down with large samples show that both financial 
ratios and a probability of bankruptcy behave in a non-linear manner. It is precisely 
for this reason that, as long as this non-linearity cannot be taken into account, it is 
hardly possible to develop accurate models. Although using a selection criterion that 
fits logistic regression to design a neural model may be relevant, the choice of a 
criterion that fits discriminant analysis for the same purpose should not be 
recommended. It is necessary, at the very least, to consider other solutions. 
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5 Conclusion 

We have demonstrated that a neural network-based model for predicting bankruptcy 
performs significantly better when designed with appropriate variable selection 
techniques rather than other types, and particularly those commonly used in the 
financial literature. Unlike the former, the latter are fast and easy to use, which may 
account for their under-use. However, a few studies have looked into other 
techniques, mainly genetic algorithms. So the reasons for the failure of neural 
network-based variable selection methods to be adopted more widely must be found 
elsewhere, perhaps in the absence of cross-disciplinary approaches to this particular 
field. Neural network algorithms are in exactly the same situation: while many types 
are commonly used in many scientific disciplines, only one is systematically used in 
the field of corporate finance. And variable selection techniques face the same issue: 
they come from a field of knowledge that has little to do with corporate finance. Of 
course, all these results should be confirmed by additional studies in a variety of other 
settings, such as other samples, types of firms, sectors, and so on, but they point to the 
need to use relevant variable selection techniques to develop neural models. As it 
happens, the most recent research papers continue to rely on traditional methods: 
variables are still selected because they were selected in earlier [33] or as a result of 
their popularity in the field of financial analysis [34]. 
 We have also demonstrated that there is a relationship between the discri-
mination ability of a variable, as measured with a t test or an F test, and its ability to 
be selected by an automatic procedure that relies on other measures, but we have also 
found a discrepancy in this relationship, which indicates that such statistical tests 
should not be used alone if the purpose of the selection is to create a neural model. 
 As a consequence, we may use them – but with extreme caution – to build non-
linear models, and if we intend to do so, we would do well to use them in conjunction 
with other techniques. 
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Abstract. Aims to predict the Return on assets (ROA)of the company
for the next year correctly and efficiently, this paper proposes a method-
ology called OP-KNN, which builds a one hidden-layer feedforward neural
network, using nearest neighbors neurons with extremely small computa-
tional time. The main strategy is to select the most relevant variables
beforehand, then to build the model using KNN kernels. Multiresponse
Sparse Regression (MRSR) is used as the third step in order to rank each
kth nearest neighbor and finally as a fourth step Leave-One-Out estimation
is used to select the number of neighbors and to estimate the generaliza-
tion performances. This new methodology is tested on a toy example and
experiment on 200 French companies to predict ROA value for next year.

1 Introduction

Return on assets (ROA) is an important indicator to explain corporate perfor-
mance, showing how profitable a company is before leverage, and is frequently
compared with companies in the same industry. However, it is not easy to anal-
yse what characters of the companies mainly affect the ROA value, especially
when you try to predict it, the problem becomes more risky. Thus, we inves-
tigate the mothodology: Optimal Pruned K-Nearest Neighbors (OP-KNN) to
realize these tasks in this paper, using neural network with KNN.

As we know, it is usual to have very long computational time for train-
ing a feedforward network using existing classic learning algorithms even for
simple problems. Thus, Guang-Bin Huang in his paper [1] proposed an origi-
nal algorithm called Extreme Learning Machine (ELM) for single-hidden layer
feedforward neural networks (SLFN) which randomly chooses hidden nodes and
analytically determines the output weights of SLFNs. The most significant char-
acteristics of this method is that it tends to provide good generalization perfor-
mance and a comparatively simple model at extremely high learning speed. But
the remaining problem is the selection of the kernel, i.e. the activation function
used between input data and the hidden layer. In [8], Optimal Pruned Extreme
Learning Machine (OP-ELM) has been proposed as an improvement of the orig-
inal ELM. However, as explained in [10], it isn’t so appropriate for our case.
Thus, this paper presents OP-KNN which uses KNN as the kernel and solves
the problems properly. This method has several notable achievements:
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• keeping good performance while being simpler than most learning algo-
rithms for feedforward neural network,

• using KNN as the deterministic initialization,

• the computational time of OP-KNN being extremely low (lower than OP-
ELM or any other algorithm). In our financial experiments, the computa-
tional time is less than a second (for a regression problem with 650 samples
and 36 variables),

• for our application, Leave-One-Out (LOO) error is used both for variables
selection [12] and OP-KNN complexity selection.

In the experimental Section, this paper deals with the explanation and predic-
tion of corporate performance which is measured by ROA. We try to determine
if the features of assets, the debt level or the cost structure have an influence
on corporate performance. Our results highlight that the industry, the size, the
liquidity and the dividend are the main determinants of corporate performance.

The main steps of the OP-KNN methodology are SLFN with KNN, MRSR
(for Multiresponse Sparse Regression) [7] and finally the LOO error validation
[11], using PRESS statistic [3]. All these steps are detailed in the Section 2.
To improve the methodology, a prior Variable Selection is performed to remove
irrelevant input variables beforehand [12]. Section 3 shows the results on a toy
example and on financial modeling.

2 Optimal Pruned – k-Nearest Neighbors

OP-KNN is similar to OP-ELM, which is a original and efficient way of training
a Multilayer Perceptron (MLP) network. The three main steps of the OP-KNN
are summarized in Figure 1.

Figure 1: The three steps of the OP-KNN algorithm.

2.1 Input Selection

Obviously, the input variables can have different importance with respect to
the output. Therefore, in this section, a methodology which optimizing the
Nonparametric Noise Estimation (NNE) provided by Delta Test (DT) is used
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for input selection [12]. As a result, the input data are preprocessed and scaled
before building the model

Moreover, variable scaling can be seen as a generalization of variable selec-
tion; instead of restricting the scalars to attain either values0 or 1, the entire
range [0, 1] is allowed. That means we increase the scalar by 1/h from 0 to 1,
Integer h is a constant grid parameter. In this paper, our experiments choose
h = 1 to select variables at the beginning and then choose h = 10 on the selected
variables to give them different scalars from [0, 0.1, 0.2, ..., 1].

Small scalar weight in the result indicate that the variable is more irrelevant
and weight zero shows the variable can be pruned. Moreover, the variable dimen-
sion could be decreased according to the scaling factors to reduce the complexity
of the modeling process.

2.2 Single-hidden Layer Feedforward Neural Networks (SLFN)

The first step of the OP-KNN algorithm is the core of the original ELM: the
building of a single-layer feed-forward neural network. The idea of the ELM has
been proposed by Guang-Bin Huang et al. in [1].

In the context of a single hidden layer perceptron network, let us denote the
weights between the hidden layer and the output by b. Activation functions used
with the OP-KNN differ from the original SLFN choice since the original sigmoid
activation functions of the neurons are replaced by the k -Nearest Neighbors,
hence the name OP-KNN. For the output layer, the activation function remains
as a linear function.

A theorem proposed in [1] states that the activation functions, output weights
b can be computed from the hidden layer output matrix H: the columns hi of
H are the corresponding output of the k-nearest-neighbors. Finally, the output
weights b are computed by b = H†y, where H† stands for the Moore-Penrose
inverse [6] and y = (y1, . . . , yM )T is the output.

The only remaining parameter in this process is the initial number of neurons
N of the hidden layer.

2.3 k-Nearest Neighbors

The k-Nearest Neighbors (KNN) model is a very simple, but powerful tool.
It has been used in many different applications and particularly in classification
tasks. The key idea behind the KNN is that similar training samples have similar
output values. In OP-KNN, the approximation of the output is the weighted
sum of the outputs of the k-nearest neighbors. The model introduced in the
previous section becomes:

ŷi =
k∑

j=1

bjyP (i,j) (1)

where ŷi represents the output estimation, P (i, j) is the index number of the jth
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nearest neighbor of sample xi and b is the results of the Moore-Penrose inverse
introduced in the previous Section.

2.4 Multiresponse Sparse Regression (MRSR)

For the removal of the useless neurons of the hidden layer, the Multiresponse
Sparse Regression proposed by Timo Similä and Jarkko Tikka in [7] is used. It
is an extension of the Least Angle Regression (LARS) algorithm [2] and hence
is actually a variable ranking technique, rather than a selection one. The main
idea of this algorithm is the following: denote by T = [t1 . . . tp] the n×p matrix
of targets, and by X = [x1 . . .xm] the n × m regressors matrix. MRSR adds
each regressor one by one to the model Yk = XWk, where Yk = [yk

1 . . .yk
p ] is

the target approximation by the model. The Wk weight matrix has k nonzero
rows at kth step of the MRSR. With each new step a new nonzero row, and a
new regressor to the total model, is added.

An important detail shared by the MRSR and the LARS is that the ranking
obtained is exact in the case where the problem is linear. In fact, this is the
case, since the neural network built in the previous step is linear between the
hidden layer and the output. Therefore, the MRSR provides the exact ranking
of the neurons for our problem.

Details on the definition of a cumulative correlation between the considered
regressor and the current model’s residuals and on the determination of the next
regressor to be added to the model can be found in the original paper about the
MRSR [7].

MRSR is hence used to rank the kernels of the model: the target is the
actual output yi while the ”variables” considered by MRSR are the outputs of
the k-nearest neighbors.

2.5 Leave-One-Out (LOO)

Since the MRSR only provides a ranking of the kernels, the decision over the
actual best number of neurons for the model is taken using a Leave-One-Out
method. One problem with the LOO error is that it can get very time consuming
if the dataset tends to have a high number of samples. Fortunately, the PRESS
(or PREdiction Sum of Squares) statistics provide a direct and exact formula
for the calculation of the LOO error for linear models. See [3, 4] for details on
this formula and implementations:

εPRESS =
yi − hib

1− hiPhT
i

, (2)

where P is defined as P = (HT H)−1 and H the hidden layer output matrix
defined in subsection 2.2.

The final decision over the appropriate number of neurons for the model can
then be taken by evaluating the LOO error versus the number of neurons used
(properly ranked by MRSR already).
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2.6 Discussion on the Advantages of the OP-KNN

In order to have a very fast and still accurate algorithm, each of the four pre-
sented steps have a special importance in the whole OP-KNN methodology.
Input selection helps to reduce the variables deminsion and the modeling com-
plexity beforehand at the very beginning. The K-nearest neighbor ranking by
the MRSR is one of the fastest ranking methods providing the exact best rank-
ing, since the model is linear (for the output layer), when creating the neural
network using KNN. Without MRSR, the number of nearest neighbor that min-
imizes the Leave-One-Out error is not optimal and the Leave-One-Out error
curve has several local minima instead of a single global minimum. The lin-
earity also enables the model structure selection step using the Leave-One-Out,
which is usually very time-consuming. Thanks to the PRESS statistics formula
for the LOO error calculation, the structure selection can be done in a small
computational time.

3 Experiments

3.1 Sine in one dimension

In this experiments, a set of 1000 training points are generated (and represented
in Fig. 2B), the output is a sum of two sines. This single dimension example is
used to test the method without the need for variable selection beforehand. The
Fig. 2A shows the LOO error for different number of nearest neighbors and the
model built with OP-KNN using the original dataset. This model approximates
the dataset accurately, using 18 nearest neighbors; and it reaches a LOO error
close to the noise introduced in the dataset which is 0.0625. The computational
time for the whole OP-KNN is one second (using Matlab c© implementation).
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Figure 2: Sine Toy example
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3.2 Financial Modeling

In this experiment, we use the data [12] related to 200 French companies during
a period of 5 years. 36 input variables on 535 samples are finanlly used without
any missing value, the input variables are financial indicators that are measured
every year (for example debt, number of employees, amount of dividends, . . . )
and the last variable is ROA value of the same year. The target variable is the
ROA of the next year for each sample.

Table 1 shows the real meaning in financial field about all the variables we
have used.

All these four targets are tested one by one using OP-KNN; Variable Selection
(h = 1) and Scaling (h = 10) are performed as first step [12] for comparison.
The results are listed in the following Tables 2 and 3.2 where we can see the LOO
error are decreased almost half with variable selection step for each cases. The
minimum LOO error appears when using OP-KNN on the scaled selected input
variables as expected. Moreover, the final LOO error reach roughly the same
stage as the value we estimated while doing variable selection [9]. Thus, for this
financial dataset, this methodology not only build the model in a simple and fast
way, but also prove the accuracy of our previous selection algorithm [9, 12], and
the most important point is the method successfully predict the ROA value for
the next year. It should also be noted that on the experiments of this financial
data, the OP-KNN with Variable Scaling on the selected variables shows the
best efficiency and accuracy, meanwhile it selected the most important variables
with their ranking and build the model to predict. The computational time for
the whole OP-KNN is one second for each output.

4 Conclusions

In this paper, we proposed a methodology OP-KNN based on SLFN which gives
better performance than existing OP-ELM or any other algorithms for the finan-
cial modeling we have tested. Using KNN as a kernel, the MRSR algorithm and
the PRESS statistic are all required for this method to build an accurate model.
Besides, to do the prestep Variable Selection is clearly a wise choice to raise the
interpretability of variables and increase the efficiency of the built model.

We test our methodology on 200 French industrial firms listed on Paris Bourse
(Euronext nowadays) within a period of 5 years (1991-1995). Our results high-
light that the first twelve variables are the best combination to explain corporate
performance measured by the ROA of next year. Afterwards, the new variables
do not allow improving the explanation of corporate performance. For exam-
ple, we show that the company size is a variable that improves performance.
Moreover, we use these selected variables to build a model for prediction. Fur-
thermore, it is interesting to notice that the discipline of market allows to put
pressure on firms to improve corporate performance.
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Table 1: The meaning of variables

index Variable Meaning
1 Sector Industry
2 Transaction Number of shares exchanged during the year
3 Rotation Security turnover rate
4 Vrif Rotation Not useful
5 Net dividend Amount of dividend for one share during the year
6 Effectifs Number of employees
7 CA Sales
8 II Other assets
9 AMORII Dotations on other assets
10 IC Property, plant and equipement
11 AMORIC Dotations on property, plant and equipement
12 IF Not useful
13 AI Fixed assets
14 S Stocks or inventories
15 CCR Accounts receivables
16 CD Not useful
17 L Cash in hands and at banks
18 AC Total of current assets
19 CPPG Total of capital of group (in book value)a
20 PRC Not useful
21 FR Accounts payables
22 DD Not useful
23 DEFI Financial debt
24 Debt-1AN Debt whose maturity is inferior to 1 year
25 Debt+1AN Debt whose maturity is superior to 1 year
26 TD Total Debt
27 CPER Cost of workers
28 CPO Not useful
29 DA Dotations on amortizations
30 REXPLOI Operating income before tax
31 CFI Interests taxes
32 RFI Financial income
33 RCAI Operating income before tax + Financial income
34 REXCEP Extraordinary item
35 IS Taxes from State
36 ROA net income / total assets

Output1 ROA the value of next year

aBy construction the total debt is equal to Total assets
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Table 2: VS+Scaling: ROA

index Variable Scaling value
11 AMORIC 1.0
21 FR 1.0
19 CPPG 0.9
28 CPO 0.8
9 AMORII 0.7
16 CD 0.6
10 IC 0.5
15 CCR 0.5
18 AC 0.4
32 RFI 0.2
14 S 0.1
2 Transaction 0

DT result 0.2811 0.2446

Table 3: Normalized result for output 1

LOO error Num of NN selected
all 0.5827 12
VS 0.4845 10

0.4852 7
VS+Scaling 0.4602 11

0.4616 8
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