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Abstract— The bankruptcies of companies have been pre- In section 2, the methods used are explained. In the
dicted with numerous methods. In this paper, the ensemble following part, the experiments and the results obtained ar

of Locally Linear model is compared to Linear Discriminant ; ;
Analysis, Least Squares Support Vector Machines and Op- \?vrsriegt%?s';lg:gg’ the importance of the results and éurth

timally Pruned Extreme Learning Machines. To create the
ensemble, diffrerent basis for the locally linear models asvell as
different combinations of variables are used in order to obain Il. THE METHODOLOGY

enough diversity between the models. The obtained models@r  Thijs section presents first the reference methods, Linear
combined into the final model by solving a least-squares non- Discriminant Analysis, Least Squares Support Vector Ma-

negative constraints problem. The model is tested on a Polis - . . .
bankruptcy data set and the results discussed also from the chines and Optimally Pruned Extreme Learning Machine.

point of view of importance of the variables. Second, the Locally Linear models and the methods of merg-
ing them into ensembles are discussed. Also the problem of
. INTRODUCTION variable selection is covered. Finally, the methods thaewe

Psed to estimate the performance of the developed models

Bankruptcies are not only financial but also individual
are presented.

crises which affect many lives. Although unpredictablats
may happen, bankruptcies can be predicted to some extegt. | inear Discriminant Analysis
This is important for both the banks and the investors that

analyze the companies, and for the companies themselve _tln Linear Dt'r‘]sctr'm'n?(;]tdAnal}/bS'St’hthe.mka”} idea is to caicu-
The aim of this paper is to see, whether the ensemblg%e a score that would describe the risk of a company to go

of Locally Linear models combined with forward selection ankrupt, and classify the scores to bankrupted and healthy

of the variables perform better than three comparison metficcording to the chosen threshold. This score is calcukzted

ods: Linear Discriminant Analysis, Least Squares Suppo?tIinear comb.inatio.n Of. the expla_natory variables. Thabis t
Vector Machines and Optimally Pruned Extreme Learnin ay, each varla_ble is given a weight and then summed. The
Machine. They form a good basis for comparison, sinc eights are defined to separate the means of the two classes

LDA is a widely spread technique in the financial traditio 3. The _Wr:]toge t':ea Wltg| d|stcr:1r|rtn|nant atnalI)ySIfﬂlws to give f
of bankruptcy prediction, LSSVM is an example of Supporlﬁnore weight fo Ihe variables that separale best the means o

Vector Machine classifiers and OP-ELM is actually a neurt Ite two ?rOl{[psta(rjld ar:et:]hetr;ost 5|m|I<';11r W'ttt:"ndthte ﬁroug)s.
network. Since all the possible combinations of the vadaabl man aiso tested, whether the year, when Ihe data has been

cannot be evaluated due to time constraints, forward setect collected, has influence on the prediction.performance. He
may offer a fast and accurate solution for finding suitablgonCIUded that even though the accuracy is lower, a dataset

variables, especially combined with ensembles. Accordin llected two years prior to the bankruptcy can be used for

to Polikar [1], the main idea in ensemble modeling is to e prediction 4].
combine several classifiers in order to make one bettgy | east Squares Support Vector Machines
classifier. The underlying assumption is that single clessi
make errors on different instances.

The ensembles are formed by creating different classifie

Support Vector Machines is a widely spread technique that
asi'ms to find a hyperplane that maximizes the margin between
{wo classes. In non linear cases a kernel, i. e. a mapping

of Locally Linear models based on the K Nearest Nelghbcﬁom the original input space into a high dimensional space

method. Diversity of the classifiers is obtained with diffier is used in order to obtain a problem that could be solved
values for K and using different variables selected with™ ™ P :
again. Thanks to the dual transformation of the problem, the

forward selection. The classifiers are merged together balculation can be simplified. A good presentation of Suppor

solving a non-negative least-square constraints probkem. ) >
Polish bankruptcy data set is used to test the models. ﬁctor Mach!nes can be found iB][ Least Squares Support

. . ector Machines develop the method further by replacing the
consists of 120 companieg]|

guadratic programming problem by a set of linear equations.
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a single hidden layer feedforward neural network (SLFN) 1) Different values of K in the K Nearest Neighbor create

with random hidden nodes. OP-ELM ranks the nodes baseédersity: One way to create diversity is to use different

on Multiresponse Sparse Regression algorithm and pruneslues of K to create different classifiers. This means that i

them using the results of leave-one-out validati@), [9] Locally Linear models the neighborhood on which the linear

. regression is built varies. For example, for one data puiat,

D. Locally Linear models usedd + 1, d + 2, d + 3 etc. neighbors. Figuré illustrates
The idea with Locally Linear models is that linear regresthis idea. The different values of K+ 1, d+2. . .d+limit,

sion is performed for each sample of the data set, based gfe used to create different modél, M, ... M,,.

its K Nearest Neighborslp]. The KNN algorithm is based

on the idea that the K nearest neighbors of a certain sample

are used for defining the class of that sample. The sample is

labeled to the class which dominates among these neighbors. M

In this case the distance between two samples was defined as 1 !
. . R ax

an Euclidean distance although there are other possisiliti w=

[11]. However, here the Locally Linear regression is used to M
predict the class of each sample. The nearest neighbors are yﬂ' : 2
used only as a basis to build the regression model. The value
of K, meaning how many neighbors are used is at least the 5
number of dimensiond plus one, because otherwise linear
regression could not be performeld]. In these experiments,
the maximum number of K ig + 50 due to computational
time constraints. The dimensiafy meaning the number of
variables used, changes according to the phase of the frwar
selection.

To estimate how well each model would perform when
shown to completely new data, leave-one-out cross-vatidat

is used. K-fold cross-validation is a technique where the . —— . . "
o X .~ 2) Different combinations of variables create diversity:
dataset is divided int& blocks, and each of the blocks is . o . )
. | . Another way to create diversity is to use different combina-
of size N/K, if N is the total number of samples. Each of . . . i )
. ) : . tions of variables. In this case, fixed K is used. Nevertlseles
the blocks is used in turn as a calibration set and the re : ) L
the models differ because they use different combinatiéns o

K-1 blocks as a training set. The leave-one-out methoql Variables. Figure@ explains this principle. Different variable

a special case of K-fold cross-validation, where the tragni sets 1.9 n are used to create different modeld
set consists of all samples except one, which is used f%r[ ’M"" b
RIS ne

calibration. It means that th& is equal toN [13]. In

this case, the leave-one-out cross-validation contriie
building a more accurate ensemble, since the models that are
estimated to perform the best with new data are favored in the

ensemble formation. This also reduces the risk of overjttin 3 M 1
s€ !

Fig. 1: Creating diversity with different values of K.

. A\
E. The ensembles of several classifiers NEL

The main idea with the ensembles of several classifiers is et M
that several classifiers are created and then combined into variabl® i ’
one model. As a result, the process to create the ensembles
of classifiers consists of two key components: the diversity Varig,,
individual classifiers and method of combining the classifie W‘
obtained. It is important to create enough diversity betwee
individual classifiers so that they make errors on different Mn
instances. In other words, the decision boundaries of iclass
fiers should be different. This diversity can be obtained in
several waysT].
The following sections present three ways to create dFig. 2: Creating diversity with different combinations of
versity between classifiers. First option is to use differervariables.
values of K in the K Nearest Neighbor. Second, the model
is built on different variables. Third, different K in the K How are these variable sets chosen? Forward search is
Nearest Neighbor and different variables are used in a rowsed in this paper, because it enables to keep the number
The sectionll-E.4 presents the second aspect of creatingf the variables rather small, which improves interpretati
ensembles: merging individual classifiers. possibilities. Naturally, there are also other possibsit such
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as random subspacef.[In forward search, the models aresolved by using the Non-Negative constrained Least-Sguare
first built on all possible variables, meaning that each rhodéNNLS) algorithm [L5]. It can be considered as an algebraic
uses one variable. The best variable is chosen. Secondfrestombiner. According to Miche et al.1p], the advantage
the variables are combined with the variable that was chosen this method is that it is efficient and fast. The leave-
from the first round. The best combination is saved. On evepne-out outputs of each method, as seen in sedtidh,
round, one more variable is added to the combinatigh.[ combined with the positivity constraint also reduce thé ris
Figure 3 represents the forward method. One of the fiv@f overfitting. The method defines a positive coefficient for
variables is chosen and all the variables in time are added@ach model. The coefficients are defined so that the accuracy
the set and tested. The set that obtains the highest accur@éyhe ensemble would be maximized. It must be emphasized
(percentage of correct classification) is chosen for a hafsis that the coefficients are not defined based on the trainirg dat
the next round. but the leave-one-outputs, which make the model less prone

3) Different values of K and different combinations ofto overfitting. This idea is also visualized in the Figuke
variables create diversityThe two previous sections pre- Where thejzoo represent the leave-one-out outputs that are
sented how to use different values of K in the K Nearestombined into the final modgl.

Neighbor and different combinations of variables obtaineg Estimating the performance of the ensemble
with forward search in order to create the diversity of the’

classifiers that are merged to ensembles. However, it is The mainidea in estimating the performance of the method
possible to use both methods in series. First, models teat 48 to divide the data set into training, validation and tegti
based on different variables are created. With forwardckgar Sets. The models are built in the training phase based on
a set of variables is chosen, on which we build models th#te information that the training set contains. The resares

use different K:s. The K varies betwedn- 1 andd +limit, Validated and the best model chosen. Finally, the model is
d being the dimensions andmit being 50 in this case. tested in a test set that was not used for building the model.
These models, which vary in the K used, are merged infdowever, bankruptcy prediction data sets are often rather
ensemble. Many sets of variables are used as a basis and3f@ll because they are laborious, and above all, expersive t
procedure is repeated several times, which means that in #tain. This makes the performance estimation challenging
end there are several ensembles. Second, the ensemblesA¥sag result, Monte-Carlo cross-test is used for the testing.
were obtained in the first phase are combined. This meah§e leave-one-out cross-validation is used with the Lgcall
that in the first phase the variety of the classifiers comdgnear models, because then the merging into ensembles is
from the different values of K used. In the second phase, tiBore accurate: the models that are estimated to perform best
models, which are actually ensembled from the first phase the new data are favored.

vary in the variables used. This implies that we obtain the Monte-Carlo methods refer to various methods. In this
variety of models from two sources: K in the K Nearesstudy, Monte-Carlo cross-test is adopted. It consists a@f tw
Neighbor and the variables used. steps. First, the data set is divided into training and rigsti

Figure4 illustrates this situation. Different variable sets aré@ts. The training set is formed by drawing without replace-
used as a basis for Locally Linear ensembles. In an ensemBent & certain number of samples. The testing set comprises
of Locally Linear models, diversity is created with diffete the rest of the samples. Second, the model is trained with
values of K, meaning that the number of neighbors usdfe training set and then tested with the testing set. These
changes. When they are combined, we obtain the estimafi§Ps are repeated several time§|[In this case, the training

Jr00. These models are combined again into the final modeiét contains 75% of the samples and the testing set the
0. rest. These two steps are repeated 750 times due to time

4) Combining different models into ensembl&$e sec- limitations.
ond aspect of creating the ensembles of classifiers is the m
method of merging several classifiers. There are severa wa
to classify these methods, for example to partition them t@- Data set
classifier fusion and selection techniques, or to trainahi The data set used in this paper was developed by Wiestaw
non-trainable practices. The method used also depends Pitruszkiewicz. It contains 240 cases of which 112 are
the type of the output. If the output consists of class labelpankrupted companies and 128 healthy. In total there are
methods such as majority voting or weighted majority voting120 companies, because the data comes from two years in
are useful. For continuous outputs, many kinds of algebraig row. The possible bankruptcy occurred from two up to
combiners, such as weighted average, or decision templaiRe years after the observatior®.[The 30 variables consist
can be used11], [1]. It must be noted, though, that the of ratios of different financial variables. They are present
continuous outputs can be converted to labeled output gimgh Table |. A comparison between several datasets would
by using an appropriate threshold. Nevertheless, the ehoifave been favorable, but unfortunately bankruptcy daaset
of the threshold is not obvious. are expensive to obtain, they are not online, and the credit

In this study, to create ensembles, the nonnegative leadhta sets available were not suitable for further analykis o
squares constraint problem between different classifiers the variables that was made.

. EXPERIMENTS
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Fig. 3: Forward selection: The sets of variables chosen fileerprevious round are used as a basis of the following round.

The data is divided into three categories. The first repreand 18% of the cases respectively. They are most often
sents how the profit is formed and allocated (5 and 6), theombined with variable 18. This variable stands for the
second highlights the financing (for instance 26 and 27), aridrnover of assets, that is to say how assets are being used to
the third represents the profitability (for instance 2, 18 anproduce revenues. Figurés7 and8 represent these pairs of
14). variables. They describe the repartition of the compamits i
B. Results bankrupted and healthy ones if the classification is perégfrm

only based on these variable pairs. From these figures it can

The Locally Linear ensemble mo_dels are compa_red 'Be seen that the variable pairs make sense in a way that the
the reference methods. From the Figliewe can notice classes are rather separable with them

that already with two variables selected with the forward ] ) )
selection, more accurate results are obtained than witkarin  1"€ Séven variables that are most often obtained are, in
Discriminant Analysis. It must be noted that the horizontaf€scending order of importance, 18, 24, 5, 6, 9, 20 and 27.
line describing the accuracy of Linear Discriminant Anadys | N€ frequencies of these variables to be chosen amongst the
is obtained with all the variables. The percentage of corred /ISt variables in forward search are 71%, 52%, 50%, 49%,
classification for OP-ELM was 71.71 and for LSSVM 73.4543%, 40% and 36 %.
Thus Locally Linear ensembles obtain better accuracy with 2 This set of variables can be divided into three main
and 4 variables, respectively. With Locally Linear enseamnbl groups: economic profitability (variables 9, 18, 24), finahc
the optimum of correct classification is obtained with sevestructure (27), the use of assets (that is to say their wbilit
variables. However, the results with 6, 8 and 9 variables ate generate sales) (variables 18 and 20), and business cycle
very similar. (variables 5 and 6). These two last variables represent the
What are the variables that are chosen the most often@eds of financing for business cycle. We can note that the
Variables 24, 9 and 13 - all these indicators are variablegorking capital is independent of the methods of value fixed
representing the economic profitability — are chosen the mogssets and depreciation and amortization. However, wgrkin
often as the first variable in forward search, in 49%, 27%apital can be influenced by inventory valuation methods.
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Fig. 5: Correct Classification of Ensemble of Locally Lineaodels compared to Linear Discriminant Analysis.

Most interestingly, if the results obtained in this studg argroups of variables are the same. The difference comes
compared with Altman’s results, we find the same groupisom the variables. For economic profitability, the varabl
of variables even if the retained indicators are not the samesed by Altman is 29, for financial structure, the variable is
In Altman’s Linear Discriminant Analysis, we find that theequity divided by total debt, an indicator very similar with
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Fig. 8: Classification Based on Variables 18 and 13.

variable 26 in the database used. Finally, for businesecydhe variable retained by Altman is the variable 17. In other
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TABLE I: The variables used in the experiments

Number | Variable
X1 cash/current liabilities
X2 cash/total assets
X3 current assets/current liabilities
X4 current assets/total assets
X5 working capital/total assets
X6 working capital/sales
X7 sales/inventory
X8 sales/receivables
X9 net profit/total assets
X10 net profit/current assets
X11 net profit/sales
X12 gross profit/sales
X13 net profit/liabilities
X14 net profit/equity
X15 net profit/(equity + long term liabilities)
X16 sales/receivables
X17 sales/total assets
X18 sales/current assets
X19 (365*receivables)/sales
X20 sales/total assets
X21 liabilities/total income
X22 current liabilities/total income
X23 receivables/liabilities
X24 net profit/sales
X25 liabilities/total assets
X26 liabilities/equity
X27 long term liabilities/equity
X28 current liabilities/equity
X29 EBIT (Earnings Before Interests and Taxes)/total assets
X30 current assets/sales

the interpretation of the results. However, further reslear
on other datasets is needed.
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El

words, the results obtained are in line with Altman but e¥en i
the groups are the same, the measurements of these variablelsG. Bontempi, M. Birattari, and H. Bersini, “Local leang for data
are not. That is why choosing variables to design a model is

not a secondary task.

IV. DISCUSSION

(11]

[12]

Based on the performed tests, we can conclude that the
ensembles of Locally Linear models combined with forward

search can perform better than Linear Discriminant Analys{1

and OP-ELM with only two variables and better than LS-

SVM with four variables. The classification accuracy in{14]

creases at least until 7 variables and 75.5 % of correcticlass
fication. The method is also reasonably fast: the selection o

7 variables and the model building takes about 20 minuté¥h]

from one core of an 17-920 2.66 GHz processor. An LS-

SVM method without variable selection takes 2 minutes, byig)

combined with similar variable selection, the training of a

classifier would take approximately 7 hours.

The seven variables that are chosen the most often are 18,
24,5, 6, 9, 20 and 27. These variables can be divided into

three groups: economic profitability, financial structurel a

business cycle. Interestingly, these groups are the saate th
Altman used in his research. However, the variables used are

not the same.

The advantage of the ensembles of Locally Linear models
is that they are accurate yet fast to build. Also the method

seems to be able to choose variables that are considered as

important in the previous research, which is important for
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