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Abstract—In this paper, a two-stage methodology
to analyze and detect behavioral-based malware is
presented. In the first stage, a random projection is
decreasing the variable dimensionality of the problem
and is simultaneously reducing the computational
time of the classification task by several orders of
magnitude. In the second stage, a modified K-Nearest
Neighbors classifier is used with VirusTotal labeling
of the file samples. This methodology is applied to
a large number of file samples provided by F-Secure
Corporation, for which a dynamic feature has been
extracted during DeepGuard sandbox execution. As
a result, the files classified as false negatives are used
to detect possible malware that were not detected in
the first place by VirusTotal. The reduced number of
selected false negatives allows the manual inspection
by a human expert.
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I. Introduction

Malware detection has been the subject of a large
number of studies (see [1], [2], [3] and [4], [5], [6], [7],
[8]), for example the work of Bailey [9] using signature-
based malware detection approach has shown that recent
malware types require additional information in order to
obtain a good detection.

In this paper, an approach based on the extraction of
dynamic features during sandbox execution is used, as
suggested in [7]. In order to measure similarities between
executable files, the Jaccard Index is used to measure the
similarities between hash values (encoding the dynamic
feature values obtained from the sandbox). The hash
values are transformed into a large number of binary
values which could be used to compute the Jaccard Index
(see [10] for original work in French or [11] in English).
Unfortunately, the dimensionality of such variable space
does not allow the use of traditional classifiers in a
reasonable computational time.

A two-stage methodology is proposed to circumvent
this dimensionality problem. In the first stage, a random
projection is decreasing the variable dimensionality of
the problem and is simultaneously reducing the com-
putational time by several orders of magnitude. In the

second stage, a modified K-Nearest Neighbors classifier
is used with VirusTotal [12] labeling of the file samples.
This two-stage methodology is presented in section III.

The practical implementation of the methodology and
the results are discussed in section IV. The different
parameters (the random projection dimension and the
number of nearest neighbors) are also analysed in this
section.

As a global result, the methodology enables to identify
the false negatives from the classification. Such samples
can then be used to detect possible malware that were
not detected in the first place by the VirusTotal labeling.
Thanks to the methodology, the reduced number of
identified false negatives allows for a manual inspection
by a human expert.

Indeed, without this pruning of possibly malicious
samples by the presented methodology, a manual inspec-
tion will not be possible since reliable experts are scarce
and their availability is highly limited.

Using the proposed methodology and the know-how
of one F-Secure Corporation expert, it has been possible
to extract 24 malware candidates out of 2441 original
candidates from which 25% are surely malicious and
50% which are probably malicious, have to be further
investigated in order to obtain a decisive classification.

In section II, the data gathering and sample labeling
are described. Section III presents the two-stage method-
ology while section IV shows the practical implementa-
tion, the results and the analysis of the results.

II. Behavioral Data Gathering and Sample
labeling

The data set used in this paper is focused on behavior-
based malware analysis and detection. The former ap-
proach of signature-based malware detection cannot be
considered as sufficient anymore for reliable detection
[9], [7]. Be it because of the development of polymorphic
and metamorphic malware or the approach of flash
worms — who only do some reconnaissance on the
machines/network they scan for future deployment of
targeted attacks —, the need for execution level identi-
fication is important.



A. Sandboxing and Extracting Behavioral Features
In this spirit, a currently popular approach [7], [6] is

to sandbox the execution of the malware and analyze
behavioral data extracted during the execution.

It has recently been demonstrated in [8] that the use of
public sandbox submission systems might reveal network
information regarding the sandbox machine identity.
Through submission of a decoy sample by an attacker,
it becomes possible to blacklist the hosts on which are
sandboxed the samples and have the malware circumvent
the sandbox execution and forth detection.

The Norman sandbox development kit [13] released in
2009 enables security companies to gather the behavioral
data obtained during sandboxed execution and analyze
that data with a custom engine. This avoids the pitfall
of a publicly available sandbox machine mentioned.

The results in this paper were obtained on the data of
32683 samples collected by F-Secure Corporation. The
samples data were produced by F-Secure by running the
samples through their sandbox engine [14], [15], [16],
which resulted in large numbers of feature-value pairs
extracted for each sample. Individual features may have
significant number of distinct values, and the values
come in the form of hashes. The data cannot be con-
sidered complete, as the sandbox, for instance, may not
be able to run some of the samples correctly or may miss
relevant execution paths.

The samples were labeled using an online sample
analysis tool explained in the next section.

B. Obtaining the Sample labeling
The VirusTotal [12] online analysis tool provides a

simple interface for sample submission, returning a list
of up to 43 (depending on the sample nature: executable,
archive. . . ) mainstream anti-virus software detection re-
sults. Among the most widely used and known are F-
Prot, F-Secure, ClamAV, Antivir, AVG, BitDefender,
eSafe, Avast, McAffee, NOD32, Norman, Panda, Syman-
tec, TrendMicro, VirusBuster. . . See the VirusTotal web
site for the full list of used engines [12].

The result of the submission of a sample file is the
number of engines which detected the sample as mal-
ware. Figure 1 is a histogram of the detection levels
for the set of 32683 samples used in this paper. As can
be seen, a large proportion of the set is detected by at
least one engine as malware. Less than 2500 samples are
actually not detected by any engine.

In order to make the problem a binary classification
one (i.e. identifying whether a sample should be consid-
ered “malware” or “clean”), an a priori and arbitrary
threshold has been set on the amount of engines de-
tecting a sample as malware. It is considered that for
a sample i, if the amount mi of engines identifying the
sample as malware is such that 0 < mi < 11, then
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Figure 1. Histogram made using 32683 executable samples and
querying from www.virustotal.com how many anti-virus engines
raise a flag for each sample. Thus for each sample k a number mk

is obtained. For a given value x, on the x-axis, the y-axis shows for
how many samples k it is true that mk = x.

the sample is discarded. The disadvantage is that these
samples are not considered in the whole methodology
and therefore not classified. Nevertheless, they have also
no influence on the rest of the data set and the final
classification results.

This is equivalent to setting a certainty threshold on
the sample analysis, above which it can be considered
as indeed malware (and no more a set of false positives
from mi different engines). Therefore, samples with a
number mi of detecting engines strictly above 10 are
kept and considered as “malware” (with a relatively high
probability), and samples with 0 detecting engines are
kept and considered as “unpredictable” (and possibly
“clean”).

Figure 2 illustrates the pruned set of samples, with
only samples for which mi = 0 or mi > 10 are kept,
which amounts to 21053 (out of the original set of
32683): 18612 considered as “malware”, and 2441 as
“possibly clean”.

It is clear that flagging the 2441 samples for which
mi = 0 as “possibly clean” is likely to hide a certain
amount of false negatives (VirusTotal clearly states that
mi = 0 should in no way be considered as meaning
“clean”). The “meta” goal of this paper is to actually
identify such samples which are potential false negatives,
using a methodology based on the Jaccard similarity
[11], [10] measure and K-Nearest Neighbors classifiers.

III. Methodology

The overall process can be summarized by Figure 3,
with the dynamic feature extraction described in the
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Figure 2. The mk distribution for the samples used for this
histogram is identical to Figure 1 with the important difference
that samples such that 0 < mi < 11 are discarded. Here 2441
samples are depicted that can be considered as “clean” (mi = 0),
and 18612 samples that can be considered as malicious (mi > 10).
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Figure 3. Global schematic of the methodology: a sample is
run through the sandbox to obtain a set of dynamic features; the
random projection approach then reduces the dimensionality of
the problem while retaining most of the information conveyed by
the original feature; finally, a K-Nearest Neighbors classifier in the
random projection space gives prediction on the studied sample
being malware or not.

previous section, followed by the actual methodology
to identify potential false negatives, using a Random
Projection approach and K-Nearest Neighbors classifiers
(described in detail in sections III-C and III-B).

A. Measuring Similarity between Executables

In this section, an approach for measuring similarities
between executables is detailed. Let Ai denote the set of
hash values (produced by the sandbox) for file i.

Then, the JJaccard Jaccard similarity between two

executables i, i′ is calculated as

J i,i′

Jaccard =

∣∣∣Ai ∩Ai′
∣∣∣

|Ai ∪Ai′ |
. (1)

Similarly, the Jcosine cosine similarity is given by

J i,i′

cosine =

∣∣∣Ai ∩Ai′
∣∣∣√

|Ai| |Ai′ |
. (2)

Note that the Jcosine cosine similarity is expressed as a
scalar product.

Denote by

A =
N⋃

i=1
Ai = {a1, a2, ..., aD}, (3)

where N is the total number of samples and D is the
total number of unique hashes seen in all samples.

Then from an ordering of set A, N binary (0,1 valued)
vectors Bi can be constructed, each of K dimensions
such that ∣∣∣Ai ∩Ai′

∣∣∣ = 〈Bi,Bi′
〉, (4)

and
∣∣Ai
∣∣ =

∥∥Bi
∥∥2. Here ‖·‖ denotes vector norm and

〈·, ·〉 denotes scalar product. Since Bi is a binary vector
(with coordinates 0, 1 only),

∥∥Bi
∥∥2 is the number of the

coordinates in Bi that are equal to 1.
So, the normalized scalar product of Bi and Bi′

gives
the cosine similarity:

J i,i′

cosine = 〈Bi,Bi′
〉∥∥Bi

∥∥ · ∥∥∥Bi′
∥∥∥ . (5)

Using the relationship between Euclidean distance

Deuclidean =
∥∥∥Bi −Bi′

∥∥∥ (6)

and cosine similarity in the case of
∥∥Bi

∥∥ = 1 and∥∥∥Bi′
∥∥∥ = 1, it appears that

Jcosine = 2−D2
euclidean

2 . (7)

From Equation 7 it appears that a classification or
clustering based either on the cosine similarity or on the
Euclidean distance will yield the same result if the norm
of the feature vectors is unity.

B. K-Nearest Neighbor Classification
In this section, a standard method (K-NN, see for ex-

ample [17], [18], [19], [20]) is described; it can be used to
predict whether an unknown executable is malicious or
benign. The essential assumption of the method is that
malicious (resp. clean) executables are surrounded by



malicious (resp. clean) executables in the D dimensional
Euclidean space spanned by the normalized vectors

Bi∥∥Bi
∥∥ , (8)

with Bi the binary vectors defined in the previous sec-
tion. This means that the more hashes two samples have
in common the closer they are in this space (assuming
that the number of hashes in the two samples does not
change).

Let us denote the set of k nearest neighbors of sample
i by N i

k. The classification is based on the data provided
by VirusTotal, that is how many anti-virus engines have
considered a given executable as malicious. Let us denote
this number by mi for sample i. In the results section
is examined how well the mi of the neighboring samples
N i

k can actually predict if the sample i in question is
malicious or clean.

It is important to mention that to predict if a sample
i is malicious or not, only neighboring samples are used
and not the sample itself. This corresponds to a Leave-
One-Out [21], [22], [23], [24] (LOO) classification rate
when it comes to assessing the accuracy of the K-NN
classifier in the Results section. In [21], [22], it is shown
that the Leave-One-Out estimates well the generaliza-
tion performances of a classifier if the number of samples
is large enough, which is the case in the experiments.

As the dimensionality of Bi is too large, random pro-
jections are used in order to reduce this dimensionality
and therefore reduce the needed computational time
and memory by several orders of magnitude. Random
projections are explained in the following section.

C. Random Projections
As mentioned earlier the cosine similarity is calculated

as
J i,i′

cosine = 〈Bi,Bi′
〉∥∥Bi

∥∥ · ∥∥∥Bi′
∥∥∥ . (9)

However, for practical purposes storing the vector Bi is
inconvenient as it requires too much memory (even if
stored as a sparse vector). The reason for this is that D,
the dimensionality of Bi is in the range of a few millions.
In order to alleviate this memory (and the related time)
complexity, random projections are used. For the matter
of projecting to a lower dimensional space, Johnson and
Lindenstrauss [25] have shown that for a set of N points
in d-dimensional space (using an Euclidean norm), there
exists a linear transformation of the data toward a
df -dimensional space, with df ≥ O(ε−2 log(N)) which
preserves the distances (and hopefully the “topology” of
the data) to a 1± ε factor. Achlioptas [26] has recently
extended this result and proposed a simpler projection
matrix that preserves the distances to the same factor

than the Johnson-Lindenstrauss theorem mentions, at
the expense of a probability on the distance conser-
vation. For theory and other applications of random
projections in machine learning and classification, see for
example [27], [28], [29], [30], [31].

To describe the random projection approach, let m ∈
Ai, and

Xi
m = [Xi

m,1, X
i
m,2, . . . , X

i
m,d],Xi

m ∼ N (0, I) (10)

such that Xi
m ⊥⊥ Xi′

m′ if m 6= m′, however, if m = m′

then Xi
m = Xi′

m′ . N (0, I) represents a d-dimensional
standard normal distribution for which the covariance
matrix is the identity matrix, I.
Then, for each file i the corresponding random pro-

jection is the d-dimensional random vector Yi defined
as

Yi = 1√
d

1√
|Ai|

∑
m∈Ai

Xi
m. (11)

The scalar product of the random vectors gives the
similarity J , which is a scalar valued random variable.
Using

J i,i′
= 〈Yi,Yi′

〉 (12)

and the definition of Yi, one can see that Pr(J i,i = 1) =
1. Also if file i and i′ do not have any hashes in common,
i.e. Ai ∩Ai′ 6= ∅, then E(J i,i′) = 0.

As an illustrative example, let us calculate the ex-
pected similarity, E(J i,i′) by assuming that

∣∣Ai
∣∣ =∣∣∣Ai′

∣∣∣ = l and
∣∣∣Ai ∩Ai′

∣∣∣ = k. Note that the Jaccard
distance between i and i′ in this case is k/l. Also, due
to independence

E(〈Xi
m,X

i′

m′〉) = 0⇐⇒ m 6= m′. (13)

On the other hand, the following scalar product (in
case of matching hashes, m = m′) has the chi-square
distribution:

〈Xi
m,X

i′

m〉 ∼ χ2(d) (14)

where χ2(d) denotes the chi-square distribution with d-
degree of freedom, whose expectation value is d. Since
only the 〈Xi

m,X
i′

m〉 terms contribute to E(J i,i′) it can
be deduced that

E(J i,i′
) = k

l
(15)

which agrees with the Jaccard and cosine similarity in
this case. Note that in general if

∣∣Ai
∣∣ 6= ∣∣∣Ai′

∣∣∣ then
E(J i,i′) 6= JJaccard but still E(J i,i′) = Jcosine. There-
fore, the Jaccard index is approximated using the cosine
similarity approach defined previously.
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Figure 4. Illustration of the prediction accuracy of the K-NN
method: Histogram of the number of detecting engines for k = 10
nearest neighbors.

IV. Results
In this section, Euclidean distance is used in the d-

dimensional space spanned by the random projected
representations Yi of the samples. As noted earlier, the
use of Euclidean distance instead of cosine similarity
does not change the results presented in this section as
Pr(J i,i = 1) = 1. The Yi are normalized to unity.

A. Accuracy of K-NN Classifier
An illustration of the prediction accuracy of the K-

NN method (see section III-B) is shown in Figure 4, and
described in detail in the following.

Let N i
10 be the set of 10 nearest samples to sample i,

then the prediction of the K-NN method for mi is the
mean m̂i of values {mi′ : i′ ∈ N i

10} expressed as

m̂i =
∣∣N i

10
∣∣−1

∑
i′∈Ni

10

mi′ . (16)

For a given value x on the x-axis, the height of the bar on
y-axis shows for how many samples m̂i = x, i.e. y(x) =
|{i : m̂i = x}| is true.

The question is how well the number of detecting
engines mi given by VirusTotal compare with their
predicted values, m̂i. In order to answer that question,
the samples are divided into two categories: category 1
as ’supposedly clean’ (i.e. mi = 0) and category 2 as
’supposedly malicious’ (i.e. mi > 10). They are shown
in Figures 4 and 5. Assuming that m̂i = 0 means that
sample i is predicted to be clean and that m̂i > 10 that
sample i is predicted to be malicious, there would be
a considerable amount of false positives . The number
of false positives can be reduced by introducing a third
class into the K-NN classifier: ’unpredictable’. The next
section details the results obtained using this additional
third class and a modified K-NN.

B. Accuracy of Modified K-NN Classifier
Figure 5 shows the prediction accuracy of the modified

K-NN classifier. Now, the K-NN classifier has 3 classes:
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true negatives

false positives

true positives

false negatives

Figure 5. Prediction accuracy of the modified K-NN classifier.

’predicted to be clean’, ’predicted to be malicious’, ’un-
predictable’.

A sample i is classified as ’clean’ if m̂i = 0. It is
classified as ’malicious’ if mi′ > 10 : ∀i′ ∈ N i

10, i.e. if
all the 10 nearest neighbors N i

10 of i are ’supposedly
malicious’. A neighboring sample is considered ’suppos-
edly malicious’ if mi′ > 10, i.e. if it has been flagged
as malicious by more than 10 AV-engines. Furthermore,
a sample i is considered to be ’unpredictable’ if it does
not fulfill the requirement to be classified as ’clean’ or
’malicious’. In the production of the histogram depicted
in Figure 5, samples that are ’unpredictable’ are omitted.
In Figure 5, the concepts of false negative, false positive,
true positive and true negative are illustrated.

Introducing the ’unpredictable’ class considerably im-
proves the prediction accuracy for the two other classes.
This improvement is due to the fact that the uncertainty
on the neighbors is used to separate the ’predictable’ and
’unpredictable’ samples. An unpredictable sample is a
sample i, such that not all of its neighbors are either
’supposedly’ malicious (i.e. mi′ > 10) or ’supposedly’
clean (i.e. mi′ = 0).

C. Influence of the Number of Nearest Neighbors in the
Modified K-NN Classifier on the Confusion Matrix

In Figure 5 are illustrated the notions of false posi-
tive, false negative, true positive and true negative. A
prediction for a sample i is considered to be a false
positive if mi′ > 10 : ∀i′ ∈ N i

k and mi = 0 are true
at the same time. This means that all the k-nearest-
neighbors N i

k of sample i are ’supposedly’ malicious
(mi′ > 10 : ∀i′ ∈ N i

k), however, sample i itself is
considered to be ’supposedly’ clean (mi = 0). Similarly,
true positive means that mi′ > 10 : ∀i′ ∈ N i

k and
mi > 10 are true for sample i. Furthermore, false
negatives are characterized by mi′ = 0 : ∀i′ ∈ N i

k and
mi > 10, while a true negative is a sample i for which
mi′ = 0 : ∀i′ ∈ N i

k and mi = 0 holds.
The entries of the confusion matrix (false positive,

false negative, true positive and true negative) are plot-
ted in Figure 6 as a function of the parameter k, the
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Figure 6. The entries of the confusion matrix (false positive, false
negative, true positive and true negative) are plotted in this figure
as a function of the parameter k, the number of nearest neighbors.
In addition, the number of ’unpredictable’ samples is represented.

number of nearest neighbors. Sample i is ’unpredictable’
if neither mi′ = 0 : ∀i′ ∈ N i

k nor mi′ > 10 : ∀i′ ∈ N i
k is

true. The number of ’unpredictable’ samples increases
monotonically with increasing k, this must be so as
increasing k by one introduces an additional condition
that has to be fulfilled in order for a sample to be
classified as ’predictable’ . In fact, if a sample is labeled
as ’unpredictable’ for k, it cannot become ’predictable’
for k + l, l > 0.
In Figure 6, one can note that the number of false

and true negatives stops decaying at k = 40. However,
at k = 40 the number of true and false positives are still
decaying at a rapid rate. The reason for this difference
might be that there are much less ’supposedly clean’
samples than ’supposedly malicious’ ones. Also, the
cluster size distribution might be different for these two
categories, which could manifest itself in these different
decay behaviors in Figure 6.

Figure 6 can be used to choose the parameter k that
fits the needs of the user of the modified K-NN method.
Furthermore, note the difference in the decay exponents
for true and false positive rates. If k is increased from 2 to
100 the number of true positives decreases from 17150 to
6204, while the number of false positives decreases from
531 to 17. The decrease in the true positives is 64% while
the decrease in false positives is 97%. So if one wants
to increase the true positive/false positive ratio then its
advisable to increase the number of neighbors, k. On the
other hand one should not forget that by increasing k one
also increases the number of ’unpredictable’ samples. In
order to limit this amount of ’unpredictable’ samples, the
number of nearest neighbors k to use has been chosen

as 11 for the final detection of the false negatives.

D. Influence of the Random Projection Dimension on
the Confusion Matrix

In the previous section, the dependency of the con-
fusion matrix with respect to the number of neighbors
is discussed and the dimension of the random projected
vectors is fixed to be d = 300. In this section, the effects
of varying d on the confusion matrix are investigated.
In order to have a very small number of false negatives
and to demonstrate the influence of d, the number of
neighbors k is chosen to be 30 in this section. Figure
7 shows the dependency of the confusion matrix on
the number of dimensions d of the projected vectors.
Clearly, increasing d improves the results: the number of
unpredictable samples decrease while the true positives
increase and the false positives decrease.

The true and false negatives do not change much with
increasing d. This might be related to the fact that at
k = 30 the decay of true and false negatives in Figure 6
has almost completely stopped. So, even though the low
value of d = 300 might mean that the distances in the
d = 300 dimensional Euclidean random projected space
are noisy compared to the D > 106 dimensional original
space. The samples that are true and false negatives are
insensitive to this noise.

Figure 7 indicates that convergence in all confusion
matrix elements can be reached by using d = 700. By
increasing d even more, no significant improvement is
observed.

The necessity to use the random projection method is
almost unavoidable: if one would like to use the original
space (with dimensionality D > 106) the complexity of
the problem (in terms of memory and computational
time) can become an issue as D has been as high as
5.108 in other related experiments. In this situation, if
one wishes to calculate distances between vectors in the
original space then all the data needs to be located in
the memory (since the original space is spanned by all
the hashes produced by the sandbox). Furthermore, here
a set of samples of cardinality of the order of 104 as
been considered. However, future experiments will be on
the scale of 106 samples, where using the original space
might become prohibitive.

The total computational time needed to run the
methodology on the 21053 samples is a few hours using
Python implementation of the random projections and
K-NN. In comparison, without the random projection
approach, the computational time would be estimated
to take few weeks, due to the dimensionality of Bi.

Finally, based on these results one might improve the
previously presented random projection method by using
different number of dimensions d for each pair of distance
calculated. One could treat larger distances with less



accuracy (lower d) while treating smaller distances with
better accuracy (higher d). This is a possible direction
for future research.
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Figure 7. Dependency of the elements of the confusion matrix with
respect to the number of dimensions d of the projected vectors.

E. Manual Analysis by a Human Expert and Further
Work

Using d = 100 projection dimension and a modified K-
NN with k = 11, 24 false negatives have been extracted
out of the 2441 ’possibly clean’ files. This reduced
number allows the manual analysis by a human expert.
According to an F-Secure Corporation expert, 25% of
these 24 files are surely malicious. 50% have a relatively
high probability to be also malicious. The remaining 25%
are considered as clean by the expert.

Even with such a reduced number of candidates,
a human analysis is taking time and has high costs
(especially if the 50% of “unsure” samples have to be
further investigated). This shows the usefulness of the
presented methodology since it would be impossible to
find enough highly qualified experts to analyze the initial
2441 “possibly clean” files.

The same methodology will be applied in the future
using different labeling than the one provided by Virus-
Total. Also, different dynamic features will be investi-
gated and eventually combined with some static features
(code signatures, packer information. . . ), and possibly
other types of malware in the sample set.

V. Conclusion
In this paper, a robust two-stage methodology has

been introduced in order to both perform classification
of executable files and detect the files with the highest
probability of being false negatives (malware that are
labeled as possibly clean files). It has been shown that

the methodology is not only accurate but is also reducing
by several orders of magnitude the computational time.
This makes the proposed methodology a valid candidate
as a pre-processing tool to provide inputs to forensic
experts in order to detect malwares that have not yet
been detected by the AV engines used in VirusTotal.
Furthermore, this methodology can also be applied to
other labeling. Also, new and different dynamic features
will be investigated and combined with static features
(code signatures, packer information. . . ) extracted from
the samples before sandbox execution. This will be the
natural continuation of the presented work.
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