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Abstract 

The non-linear methods “optimally pruned extreme learning machine” (OPELM) and 

“optimally pruned k–nearest neighbours” (OPKNN) are applied to relate various 

climate indices to time series of biomass, abundance and species number of benthic 

macrofauna communities in the southern North Sea for the period 1978-2005. The 

results of these methods show that the performance in forecasting macrofauna 

communities is as poor as linear statistical downscaling if only one climate index is 

used as a predictor. If a multivariate predictor is used, OPKNN shows a good forecast 

for biomass and species number, but not for abundance. The improvement of the 

forecast is of major relevance especially in the presence of biological and climate 

regime shifts which occurred in the considered period. 

Highlights  

Two types of single layered neural networks (“optimally pruned extreme 

learning machine” and “optimally pruned k-nearest neighbours”) are used to 

forecast benthic macrofauna. 

Climate regime shift in 2001/2002 shifts the ecosystem of the southern North 

Sea to a new state regarding benthic macrofauna 

Benthic macrofauna biomass and species number is predictable for the period 

1978-1999 using climate descriptors 

Benthic macrofauna variability cannot be forecasted after 2000 

Combination of large scale and regional scale climate descriptors results in 

good hindcast of benthic macrofauna biomass and species number for the 

complete period 1978-2005 

Benthic macrofauna abundance remains unpredictable 
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Introduction 

In the last decades, various climate indices have been developed to understand inter-

annual and inter-decadal climate variability and climate teleconnections or to identify 

the response of ecosystems to climate variability. E.g., in the Atlantic sector, the 

North Atlantic Oscillation (NAO) Index (Hurrell, 1995)  has been widely used to 

identify the response of climate variability in terrestrial (Mysterud et al., 2003), 

freshwater (Straile et al., 2003) and marine ecosystems (Dippner, 2006; Drinkwater et 

al., 2003). Atmospheric winter circulation over the North Atlantic area has been 

proven to be an optimal predictor to forecast the structure of the macrofauna 

communities in the following spring in the southern North Sea (Kröncke et al., 1998). 

The mediator between climate and benthic macrofauna is sea surface temperature 

(SST) which is highly correlated to the NAO index (Becker and Pauly, 1996). Based 

on those relationships, Dippner and Kröncke (2003)  developed forecast equations for 

the prediction of macrofauna community structure in spring from the climate during 

the winter before. 

However, this linear relationship between climate variables and benthic macrofauna 

fails after 2000 which might be caused by the climate regime shift in 2001/2002 

(Swanson and Tsonis, 2009; Wang et al., 2009). In a recent paper Dippner et al. 

(2010) demonstrated that a biological regime shift caused by a positive feedback 

mechanism (Drinkwater et al., 2003; Suarez and Schopf, 1988) as occurred in 

1989/1990 is predictable because of the persistence of modes of the climate system 

dynamics. In contrast, a negative feedback mechanism as occurred in 2001/2002 

results in a shift of the climate modes to another state. In such a situation, the response 

of the biological system to climate variability cannot be predicted any longer with 

methods like linear statistical downscaling  (von Storch et al., 1993) due to the 
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increase in non-linearity of the climate system (Dippner et al., 2010; Hurrell and 

Deser, 2010). To overcome this disadvantage two possibilities exist, the development 

of a “new” climate index, the application of other statistical forecast methods, or both. 

Here we apply two relatively new non-linear methods to relate time series of climate 

indices to time series of biomass, abundance and species number of benthic 

macrofauna in the southern North Sea.  

 

Material and Method 

Data 

Macrofaunal samples were collected in the 2
nd

 quarter of the years 1978 to 2005 in the 

sublitoral zone off the island of Norderney, one of the East Frisian barrier islands, at 

five different stations located in water depths of between 12 m and 20 m (Fig. 1). A 

0.2 m² van Veen grab was used for sampling. A single grab was taken at each of the 

five stations. The samples were sieved over 0.63 mm mesh size and fixed in 4% 

buffered formaldehyde. After sorting, the organisms were preserved in 70% alcohol. 

Biomass was determined as ash-free dry weight (AFDW) per m². Samples were dried 

for 24h at 85°C and burned for 6h at 485°C. Species number, abundance, and biomass 

from the five stations were pooled and treated as replicates for the area, since the 

multivariate comparison had shown no significant difference between the macrofauna 

assemblages (Kröncke et al., 1998).  

The following monthly climate data sets are used as winter average from December to 

March (DJFM) for the analyses: (1) the Arctic Oscillation (AO) index from 1899-

2007 (Thompson and Wallace, 1998) which describes the leading Empirical 

Orthogonal Function (EOF) of monthly geopotential height anomalies at the 1000 hPa 
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level on the Northern Hemisphere poleward from 20°N, (2) the NAO index from 

1864-2009 (Hurrell, 1995) defined as the difference between the normalized monthly 

Sea Level Pressure (SLP) anomalies at Lisbon and Stykkisholmur, (3) the Atlantic 

Multidecadal Oscillation (AMO) index from 1856-2009 (Enfield et al., 2001) defined 

as the monthly SST anomalies in the North Atlantic area weighted from 0°–70°N, (4) 

area averaged monthly meridional wind anomalies (1948–2010) in the southern North 

Sea (53°-56°N, 2°-9°E) from NCEP/NCAR reanalysis, (5) monthly precipitation rate 

anomalies (1948–2010) averaged over the area 50°-57°N, 4°W-9°E from 

NCEP/NCAR reanalysis, (6) area averaged monthly SST anomalies (1948-2009) in 

the southern North Sea (53°-56°N, 2°W-9°E) from NCEP/NCAR reanalysis (Kalnay 

et al., 1996), (7) salinity  from ICES, Marsden square 96668, (8) temperature from 

ICES, Marsden square 96668 and (9) weekly SST data for the German Bight from 

1968-2007 south of 55.5°N and east of 6.5°E from ship-of-opportunity programs, 

commercial vessels, light vessels, fixed stations and buoys, coastal stations, research 

vessels and monitoring programs provided by the Federal Maritime and Hydrographic 

Agency (BSH) Hamburg  (Becker et al., 1986). 

Methods 

Neural networks have been applied to a wide variety of problems with great success 

(Miche et al., 2008). The main advantage of this type of models is independence from 

any type of functional form of the underlying process, that is, when no prior 

assumptions can be made and when only data is avaiable. This stems from the 

universal approximation property which enables them to approximate any continuous 

function to a desired level of accuracy. However, these networks can be considered as 

'black box' models, and therefore very difficult to interpret in their trained state.  
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Many methods have been developed over the past decades from both statistical and 

machine learning perspectives. From the domain of neural networks, extreme learning 

machine (ELM) based models are appealing due to their very fast learning phase that 

does not require iterative tuning which is dominant in other neural networks. Of the 

range of ELM we choose to apply the “optimally pruned extreme learning machine” 

(OPELM) and the “optimally pruned k-nearest neighbours” (OP-KNN). The 

advantage of these  neural networks is a combination of quick training time and 

modelling approach with no assumptions made about interactions between in- and 

outputs. These two methods are explained in the following. 

OPELM Method 

The “optimally pruned extreme learning machine” (OPELM) method belongs to the 

single layer neural network methods (Miche et al., 2008) and is based on the Extreme 

Learning Machine (ELM) algorithm from which it borrows the original single layer 

feed-forward network construction (Huang et al., 2006). The OPELM (Fig. 2) 

algorithm is introduced as a more robust method to tackle the problem of irrelevant 

neurons and to be more adaptive to both linear and non-linear problems. The OPELM 

algorithm consists of three steps: 

(1) Construction of the single hidden layer  

(2) Ranking the neurons in the hidden layer  

(3) Selecting the appropriate number of top ranked neurons 

Ranking in step 2 is performed with least angle regression algorithm (LARS) (Efron 

et al., 2004), an algorithm used to rank variables in regression problems in a linear 

setting. LARS provides exact ranking when the problem is linear, which is the case in 

ELM between hidden layer and output variable. Once the ranking is obtained, the 
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selection is done with leave-one-out (LOO) estimation based on the outputs of hidden 

neurons. The appropriate number of neurons is selected based on the minimization of 

this LOO estimate (Fig. 3). These three steps are the core of the original OPELM 

algorithm. However, when using data sets with few samples, the LOO estimate can 

have high variance and can lead to complex models and over-fitting. Instead of LOO, 

other model selection criteria can be employed, such as information theoretic criteria. 

In the experiments, we resort to the corrected Akaike information criterion (Hurvich 

and Tsai, 1989; Sugiura, 1978). The advantage of ELM based models over other types 

of neural networks is their very quick training time, and at the same time they have 

comparable generalization capabilities.  

ELM construction phase 

The main concept behind the ELM lies in the random initialization of the hidden layer 

input weights and biases. According to Huang et al. (2006), the input weights and 

biases do not need to be adjusted and it is possible to calculate implicitly the hidden 

layer output matrix and hence the output weights. The network is obtained with very 

few steps and very low computational cost. Consider a set of M distinct samples (xj , 

yj) with 
d

jx   and jy , where d is the number of input features. For each 

sample



x j, j{1,...,M}, the model produces the prediction jy


based on the sum 

jiji

N

i

i ybxwf





)(
1

     (1) 

With f being the activation function, wi the input weights, bi the biases and βi the 

output weights. Input weights wi and biases bi are randomly generated. In our case, xj 

is the climate time series and yj the benthos time series, respectively. The aim is to 
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match the prediction jy


to the actual outputs yj which can be written in matrix form 

Hβ=y, with 























)()(

)()(

11

1111

NMNM

NN

bxwfbxwf

bxwfbxwf







H    (2) 

T

N ),,( 1    and 
T

Myyy ),,( 1  . 

The output weights β are computed with the Moore-Penrose generalized inverse of the 

matrix H and the target values, i.e. β = H
†
Y. The original paper focuses on sigmoid 

and sine activation functions, but the kernels of neurons are not limited to these two 

only. In the OPELM, beside sigmoid activation function, the linear and Gaussian 

kernels are utilized as well. The linear kernel enables OPELM to adapt to the 

problems that are highly linear by adequate ranking and selection. 

LARS ranking phase 

As mentioned, LARS provides exact ranking when the problem is linear. This is the 

case in the basic ELM, where the connection is linear between hidden layer and the 

output. The output is given from the data yj, while the "variables" are the outputs of 

the kernels 
T

kMkkkk bxwfbxwfh ))(),...,(( 1   (the columns of H). With this 

ranking, we can also assess the importance of different kernels in the model. 

Selection phase 

The main importance behind any model selection criteria is to estimate how good a 

model can predict future data. The error during training phase is a poor indicator of 

the generalization properties of the model. A penalty term has to be added to account 
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for model complexity and number of samples available in the data. As mentioned 

above, we use the corrected Akaike information criterion.  

The Akaike information criterion (AIC) (Akaike, 1974) is based on the information 

theoretic concept of Kullback–Leibler  information (Kullback and Leibler, 1951) and 

is expressed with the formula: 

KMAIC 2ˆlog 2        (3) 

where 2̂ is the mean square error on the training data and K the number of 

parameters of the model. In OPELM case, this is the number of adjustable output 

weights of the hidden layer. In the situation when K is large relative to the number of 

samples, or when number of samples is quite low, the second-order correction term is 

added to the AIC formula giving the corrected AICc criterion (Sugiura, 1978). 

1

)1(2
2ˆlog 2






KM

KK
KMAICc      (4) 

The second order term accounts for the finite sample size, and when     both 

AIC and AICc are equal. The goal is to use the model, which minimizes the AICc 

value. For OPELM, the number of neurons giving lowest AICc value is chosen as the 

appropriate complexity of the network. 

OPKNN Method 

The “optimally pruned k–nearest neighbours” (OPKNN) shares a similar approach to 

the OPELM (Yu et al., 2008). Instead of using random initialization of input weights 

w and various kernels, OPKNN uses simple k–nearest neighbour (KNN) model as its 

kernel. The key idea behind KNN is that similar training samples should have similar 

outputs. The similarity is based on some form of distance metric, and the usual 
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approach is to use the Euclidean metric in the input space. In OPKNN, matrix H is 

defined as: 



















),()1,(

),1()1,1(

NMPMP

NPP

yy

yy







H      (5) 

Where P(j,i) is the index of the i
th

 nearest neighbour of sample xj and yP(j,i) is the 

output of that i
th 

nearest neighbour. An important feature of OPKNN is that the model 

is deterministic, as it does not have any stochastic elements. A comparison of these 

two models in time series domain is given in (Sovilj et al., 2010). 

 

Results 

To demonstrate how the neurons are selected, Fig. 3 shows for the sake of clarity the 

LOO error versus the number of neurons for a run in which the AO index is projected 

on the macrofauna biomass. The upper limit of the number of neurons is given by the 

number of data pairs itself. The optimal number of neurons is estimated by searching 

the local minimum of the LOO error, which appears at 12 neurons in this case (Fig. 

3). Finally, this number of neurons is used for the simulation.  

OPELM and OPKNN are applied in a hindcast mode to the median of the biomass, 

abundance and species number for the whole period 1978-2005 using all climate 

indices and different SST time series of the North Sea as single predictors as well as 

in combination in a multivariate predictor. To test the performance of the hindcast, we 

apply OPELM and OPKNN to the same data set, but skipped the benthic data for the 

period 2000-2005 in order to predict this period with the models fitted for the 
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previous years. As an example, Figure 4 shows the prediction of median of the 

biomass obtained from the AO winter index as predictor.  

Trends and amplitudes of inter-annual variability are well reproduced for the fitting 

period (1978-1999). However, the prediction of the neural networks for 2000-2005 is 

as poor as the linear statistical downscaling method (Dippner et al., 2010).  

In a next step, we combine AO, SST of the southern North Sea, precipitation and 

meridional wind in a multivariate predictor. This predictor is used to train new models 

with OPKNN with possible lags of up to 11 years. We skipped the OPELM because 

the OPKNN method proved to be slightly superior regarding the skills over OPELM. 

The OPELM inferiority is due to inherent randomness of the method, coupled with 

small number of samples, which leads to high variability in predictions. The OPELM 

method seems more susceptible to limited data and the randomness of the model. This 

combination makes any kind of result for OPELM very variable, and therefore 

inferior to OPKNN. Moreover, since OPKNN is deterministic, the model output is 

much easier to interpret.  

We compare the results with the results of a prediction using only one predictor, the 

AO (Figs. 5, 6).  Again, trends and amplitudes are well reproduced for both runs but 

the amplitudes are significantly better reproduced using the multivariate predictor. 

Here, the LOO error is 10.79 [number/0.2m
2
] for species number time series, while 

for biomass it is 1.7*10
-6

 [mg AFDW /m
2
]. Both errors are for OPKKN model.  

 

Discussion 
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Neural networks (OPELM/OPKNN) provide an alternative framework for predicting 

observations, if prior knowledge of the phenomenon is lacking or completely 

unknown. With fast learning times, both models provide a suitable framework for 

testing different combinations of predictors, and ranking provides insight which 

predictors work best together. This can be achieved in reasonable time with many 

predictors.  

The fact that the prediction of the benthos biomass fails after 2000 even when using 

non-linear methods affirms an abrupt and discontinuous biological shift after 2000 

which was triggered by a climate regime shift (Dippner et al., 2010). However, if the 

network is allowed to learn also from the years after 2000 the prediction is much 

better, especially, when a multivariate predictor is considered. This is in agreement 

with observations that the ecosystem has shifted to a new state where other factors 

determining how climate acts on the ecosystem have become dominant, e.g. switch 

from temperature to food availability limited growth.   

The biological regime shift has been associated with exceptionally high abundance of 

juveniles  of various macrofauna species off Norderney. The simultaneously occurring 

climate regime shift is reflected in a lower storm frequency in winter  (Loewe, 2009). 

The resulting calmer hydrodynamic conditions seem to favour tube building 

polychaetes and burrowing amphipods. These increased after 2000 whereas interface-

feeding polychaetes, mobile amphipods and bivalves decreased (Kröncke et al., 

2012). 

The improvement of the prediction by using a multivariate predictor shows the 

importance of local forcing on ecosystems  (Dippner et al., 2012). The benthos 

remains unpredictable after the shift, even for the LOO-prediction, when considering 
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only the AO, which proved to be a sufficient predictor for the period before 2000. 

However, if local properties like precipitation and SST of the southern North Sea are 

considered, the trend and the dynamic even after 2000 are well reproduced (Fig.5). 

The prediction of the species number is showing this enhancement exceptionally 

clearly because the increase in species numbers seems to be related to the increasing 

SST (Fig. 6). Abundance was affected by a dramatic increase of juveniles in 2002, 

which was probably caused by exceptional high SST anomalies in the southern North 

Sea in the 1
st
 quarter of 2002 resulting in early primary production and sufficient food 

availability for the larvae. But less precipitation since the shift seemed to  have led to 

generally lower primary production (van Beusekom et al., 2009) and less food 

availability throughout the years, which caused the high mortality of the 2002 

juveniles. Thus, primary production or carbon flux might be missing factors in the 

data analyses and the reason for the weak correlation for abundance data. 

The low number of data points however might have the biggest influence on the low 

predictability of the abundance data. Abundance is dependent on climate through 

several processes e.g. production of juveniles under good conditions and on the other 

hand death due to unfavourable conditions, which are acting on different time scales. 

The time series thus has to have a sufficient length for the neural network to learn 

these relations. Our time series is not only short (28 years) but also characterised by 

several regime shifts that lead to different ecosystem states. 

Besides showing the importance of local factors in the prediction of ecosystems, this 

study also shows the feasibility of non-linear methods as the ones used here for 

studying and predicting ecosystem. In order to mitigate the changes of an ecosystem, 

it is necessary to identify the dominating factors and to find out whether these are 
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mainly climate or of anthropogenic origin. Linear methods fail to grasp the changes 

occurring under abrupt regime shifts even after transformation of input data, since 

these shifts increase the non-linearity of the system. Non-linear multivariate statistical 

downscaling methods have an advantage over linear methods in this case. However, 

the validation and interpretation of these results has to occur with great care, as over 

fitting is common and results sometimes misleading. Linear methods have a great 

advantage here. They have proven to be robust, requiring less data and computing 

power and to be sufficient and efficient for the purpose of identifying statistical 

relationships between systems. Thus, we advise not to use one method for all 

statistical modelling requirements, but use non-linear methods in combination with 

linear methods in order to avoid misinterpretation and to improve efficiency.  
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List of Figures 

Fig. 1: Study area off the island of Norderney with stations sampled in spring from 

1978 to 2005. 

Fig. 2: General structure of the OPELM model: X are the climate input data, Y the 

benthic output data, w the input weights and β the output weights.  

Fig. 3: LOO error versus the numbers of neurons. The local minimum gives the 

optimal number of neurons. 

Fig. 4: Median of biomass [mg AFDW /m
2
] of benthic macrofauna (full line) and their 

prediction from AO index using OPELM model (dashed line) and OPKNN model 

(dotted line). 

Fig. 5: Median of biomass [mg AFDW /m
2
] of benthic macrofauna (full line) and their 

prediction from a multivariate predictor using OPKNN model and the AO as a single 

predictor (dashed line) and a multivariate predictor consisting of AO, SST of the 

southern North Sea, precipitation and meridional wind (dotted line). Fitting period is 

the complete time series; shown are the results of the LOO validation. 

Fig. 6: Median of species number [number/0.2m
2
] of benthic macrofauna (full line) 

and their prediction from a multivariate predictor using OPKNN model and the AO as 

a single predictor (dashed line) and a multivariate predictor consisting of AO, SST of 

the southern North Sea, precipitation and meridional wind (dotted line). Fitting period 

is the complete time series; shown are the results of the LOO validation. 
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