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Abstract

Searching for relevant documents from a vast
amount of scientific data is a challenging prob-
lem that requires a close interaction between
the user, the search interface and the search en-
gine. This extended abstract summarizes recent
research on Intent Radar, an interactive search
user interface that allows the user to directly in-
teract with her estimated search intent, and in this
way direct the search in an intuitive way with-
out the need to type specific queries. In user
experiments, Intent Radar improves task perfor-
mance and quality of retrieved information with-
out compromising the task execution time. This
workshop paper presents to the ICML Crowd-
sourcing and Human Computing workshop audi-
ence our work recently published in CIKM 2013
and IUI 2013 as well as a short discussion of on-
going work on the topic.

ICML ’14 Workshop: Crowdsourcing and Human Computing,
Beijing, China, 2014. Copyright 2014 by the author(s).

1. Introduction
Exploratory search is a complex task where the user is
learning new information while investigating the informa-
tion space (Marchionini, 2006). For example, researchers
face this problem while searching for relevant documents
in a field they are not very familiar with.

The exploratory search process is an iterative process and
the user’s information need evolves based on the search re-
sults at each step. A common search strategy in exploratory
search is to start with an imprecise query that hopefully
leads to the correct part of the information space, and then
to direct the search around the initial entry-point in the in-
formation space to obtain the information of interest (Tee-
van et al., 2004).

Current methods for supporting users in exploratory search
are either based on suggesting query terms, or allowing
faster access to the present search results by faceted brows-
ing or search result clustering (Yee et al., 2003; Hearst &
Pedersen, 1996). However, these feedback mechanisms
have the disadvantages that they can trap the user to the
initial query context and cause cognitive burden to the user
(Kelly & Fu, 2006).

Our recent research (Ruotsalo et al., 2013a;b; Głowacka
et al., 2013) demonstrates that by allowing the user to di-
rectly interact with a model of the estimated search intent,
she is able to perform better on information seeking tasks
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Figure 1. The Intent Radar interface. Search intents are visualized through keywords on a radial layout. The closer a keyword is to the
center, the more relevant it is to the estimated interest of the user. Predicted future intents are visualized as keywords in the outer circle.
Clustered keywords can be inspected in more detail by using a fisheye lens at the mouse cursor. Relevant documents based on the current
search intent are shown as a list on the right.

and find a larger amount of relevant items in a large col-
lection of scientific documents, compared to other base-
line systems, such as the popular search interface Google
Scholar.

2. Search User Interface
The Intent Radar interface is shown in Figure 1. The inter-
face assists users in exploring the information space related
to a given information need. The search interface prevents
the user from suffering of too much cognitive overload
compared to more traditional search interfaces by (1) al-
lowing users to make sense of the information space around
the initial query context, and (2) allowing users to intu-
itive direct the search by interacting with the Intent Radar.
Keywords in the inner circle of the Intent Radar represent
current interests and keywords in the outer circle represent
possible future intents nearby in the information space. The
layout is computed by a nonlinear dimensionality reduction
algorithm. The algorithm places keywords considered to be
more relevant to the user’s interests closer to the center of
the Intent Radar, while grouping related keywords. More
details can be found from Ruotsalo et al. (2013b).

The search session starts by the user entering a textual
query to which the search engine returns a set of documents
and a set of keywords. The search engine approximates the
user intent based on the initial set of the retrieved docu-
ments. The user interface presents the user with the intent
model (visualized through the Intent Radar) and a list of
the most relevant documents. The user then provides rel-
evance feedback for the keywords by dragging a keyword
on the Intent Radar to a location representing the desired
relevance, i.e. the closer to the centre a given keyword is
moved, the more relevant it is. Negative relevance feed-
back is possible by dragging a keyword outside the radar.
After the user lets go of a keyword, the search engine (1)
adjusts the intent model based on this feedback and (2) re-
trieves a new set of documents based on the updated model
parameters. This process is iterated until the user is satis-
fied with the results or decides to start a new search session
by typing a new query.

3. Interactive Intent Modeling
Interactive intent modeling relies on two underlying mod-
els: the user intent model and the document retrieval
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Figure 2. Comparison of the performance of Intent Radar, Intent List (a simplified interface representing intents only as a list of top
keywords) and Typed Query (a traditional search interface based on typing queries). Task performance: Intent Radar improves users’
task performance (answers to predefined questions) compared to other retrieval methods. Interaction Support for Exploration: Users
interacted with the Intent Radar interface more than with the comparison systems (without compromising the task execution time). The
keyword manipulations resulted in the user viewing and bookmarking more novel articles. Quality of Displayed information: Intent
Radar helps users to move away from the initial query context, thus increasing recall while preserving precision in particular for novel
information. Displayed articles: (1) relevance — is this article relevant to the search topic, (2) obviousness — is this a well-known
overview article in a given research area, and (3) novelty — is this article an uncommon yet relevant to a given topic or specific subtopic
in a given research area. Displayed keywords: (1) relevance — is this keyword relevant for the topic, (2) general — does this keyword
describe a relevant subfield, and (3) specific — does this keyword describe a relevant specifier for the subfield?

model. The user intent model estimates the current and fu-
ture relevance of intent keywords. The document retrieval
model is used to search for the most relevant documents
based on the current user interests which, in turn, are based
on the user intent model.

The search intent is modeled as a multi-armed bandit prob-
lem, where each keyword is a ”bandit arm” with an ex-
pected reward equal to the relevance score provided by the
user for that particular keyword. Each keyword is repre-
sented as a binary feature vector of length n, where n is
the number of documents and each entry in the feature vec-
tor indicates presence or absence of a given keyword in a
document. The optimal keywords to show to the user (i.e.
optimal arms to sample) are selected by the reinforcement
learning algorithm LinRel (Auer, 2003). LinRel takes as
input the relevance scores given by the user and outputs
estimates of the relevance scores for all the keywords, to-
gether with error bounds. LinRel orders keywords based on
their upper confidence bounds, being roughly the largest
relevance score that the keywords would most likely get
based on the user’s feedback so far and the error bounds.
This allows the system to balance between showing the
user keywords with large error bounds (exploring the in-
tent model) and keywords with large estimated relevance
(exploiting the intent model). Because of this, the user is
able to direct her search without being trapped in the initial
query context.

The documents are retrieved based on a language modeling
approach of information retrieval (Zhai & Lafferty, 2004).
The probability of an article to generate the keywords in
the user intent model is estimated by a unigram language
model with Bayesian Dirichlet Smoothing. Documents are
ranked by their probability given the user intent model. To
expose the user to more novel documents, Dirichlet Sam-
pling is used to choose the documents presented to the user
from the full ranked list.

4. Main Results
The ability of the Intent Radar to enable better task per-
formance has been studied in task-based experiments with
30 university students. The task was to (1) bookmark sci-
entific articles relevant to a certain topic, and (2) answer a
set of predefined questions related to the topic. The users
had to search for this information from a set of 50 million
scientific articles using one of three possible interfaces: the
Intent Radar (see Figure 1); Intent List, which is similar to
Intent Radar, but with the radar layout replaced with a list
of the most relevant keywords; and Typed Query, where
the user has to type in textual queries at each iteration.
More detailed description of the experimental design can
be found in Ruotsalo et al. (2013b); Głowacka et al. (2013).
Another study, where Intent Radar was compared against
Google Scholar, is presented in Ruotsalo et al. (2013a).
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4.1. Summary of Main Results

A summary of the experimental results from Ruotsalo et al.
(2013b) is presented in Figure 2. The users were ran-
domly assigned one of three interfaces and asked to answer
a set of questions from a given topic. All the participants
completed the task within the given timeframe of 30 min-
utes. There were no significant time differences between
the systems or tasks. The user’s task performance was mea-
sured by the grades given by experts to the answers to the
predefined questions (1 being the worst and 5 being the
best). The system with the Intent Radar interface notice-
ably improved user’s task performance (Figure 2, Task Per-
formance). The Intent Radar interface also enhanced users’
interaction with the system, as users engaged in exploratory
search for up to three times more iterations compared to
simple query typing (Figure 2, Interaction Support for Ex-
ploration, left). Additionally, the interfaces that allowed
keyword manipulation presented the user with more novel
documents, which supports the exploration of the informa-
tion space (Figure 2, Interaction Support for Exploration,
right). Most importantly, interactions with the Intent Radar
resulted in improved quality of retrieved information (Fig-
ure 2, Quality of Displayed Information). The recall and
F-measure of novel and relevant documents returned by the
interfaces supporting interaction with the user model were
noticeably higher than with the traditional query interface.
Also, the keywords displayed by the Intent Radar had no-
ticeably higher recall and F-measure in all keyword classes
compared to the Intent List.

4.2. Future Directions of Research

Although the experimental results clearly show that the In-
tent Radar provides a better support for the user in ex-
ploratory type search tasks compared to more traditional in-
terfaces, post-experimental interviews with the participants
(Głowacka et al., 2013) indicate that there is still room for
improvement. The majority of the feedback was positive,
however, some of the users indicated that, for example, the
changes in the keyword display in the Intent Radar were
too rapid and sometimes unexpected, or that there was no
option to go back to a previous iteration and change the
given feedback.

Based on this user feedback, we are currently exploring
new ways of visualising keywords on the Intent Radar that
will allow the user to have more control over the search pro-
cess and to have a better understanding of the consequences
of her actions, i.e. keyword movements, on future search
results. Possible improvements include applying various
approximation techniques to allow the user to see what the
next search iteration might look like given a particular key-
word movement, or making the transition from one itera-
tion to another smoother and more gradual. An additional

line of research is using implicit feedback from physiolog-
ical signals, such as EEG, heart rate and skin conductance
in the search.
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