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ABSTRACT

Techniques for both exploratory and known item search tend
to direct only to more specific subtopics or individual docu-
ments, as opposed to allowing directing the exploration of the
information space. We present SciNet, an interactive infor-
mation retrieval system that combines Reinforcement Learn-
ing techniques along with a novel user interface design to al-
low active engagement of users in directing the search. Users
can directly manipulate document features (keywords) to in-
dicate their interests and Reinforcement Learning is used to
model the user by allowing the system to trade off between
exploration and exploitation. This gives users the opportu-
nity to more effectively direct their search.
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INTRODUCTION

In a typical interaction with an information retrieval system,
the user enters a specific query, investigates the results re-
turned by the search engine, and alters the query based on
the results to direct the search to a more specific subtopic or
drift to an alternative direction. Thus, users frequently have
to carefully investigate the results to be able to reformulate
their query. Recent studies have shown that by modeling the
search context, a system can provide much richer information
about the search intention, limit the number of alternatives
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users need to select from to direct their search, and automate
the tedious query reformulation process [5]. Reinforcement
learning (RL) is a promising approach that allows the system
to trade between exploitation (moving towards more specific
subtopics) and exploration (going towards alternative topics),
and has been shown to be helpful in information retrieval [2,
4], recommender systems [2] or ads placing [3]. However,
most systems that employ RL rely on collecting information
on users’ interests over a pro—longed period of time, while in
a typical search scenario users are more interested in the over-
all improvement of the search results within a given search
session rather than hypothetical future search sessions.

We propose that better support for exploration can be pro-
vided through learning from feedback on higher level repre-
sentations of the data, such as keywords extracted from doc-
uments. This allows users to direct their search using the of-
fered keyword without getting trapped into a context, or hav-
ing to provide tedious document-level relevance feedback,
nor relying on implicit feedback mechanisms that may take
long to converge. The learning mechanism also predicts the
visualized keywords based on the search session context and
allows users to direct the search rather than re-ranking as in
traditional personalization. The resulting system couples ad-
vanced machine learning techniques with information visual-
ization and interaction to boost exploratory search and allows
the users to actively engage in the exploration.

SYSTEM OVERVIEW

The primary goal of SciNet is to assist scientists in finding
and exploring relevant literature on a given research topic
quickly and effectively. The visual search interface is pre-
sented in Figure 1. The user assigns relevance scores to the
displayed keywords by moving them within the exploratory
view (the circle on the left-hand side) and thus directs the
search according to her interest. The inbuilt RL mechanism
helps SciNet to form a model of user’s interests and suggest
appropriate keywords in future search iteration.

The search starts with the user typing in a query, which results
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Figure 1. An example of a search session using SciNet. The keywords displayed in the exploratory view (left) offer the user the option to continue the
exploration in new directions, such as “learning” or “classification”. Keywords explicitly manipulated by the user in the previous iteration are colored
in green. Keywords that never appeared in previous iterations can be distinguished by their orange borders. The document list has both new documents
(labeled “new”’) and documents whose rank increased from the previous iteration.
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Figure 2. Overview of data flow in the SciNet system

in a set of keywords being displayed in the exploratory view
and a ranked list of articles being displayed on the right hand-
side of the screen. The user can manipulate the keywords in
the exploratory view to indicate how relevant they are to her
search: the closer to the center a given keyword is, the more
relevant it is to the user. The user can manipulate as many
keywords as she likes as well as drag keywords from under-
neath the displayed articles into the exploratory view. After
each iteration, the user model is updated and new keywords
and articles are displayed. The search continues until the user
is satisfied with the results.

The data flow from the system’s perspective is illustrated in
Figure 2. The three main blocks of the system are responsible
for (1) retrieval and ranking of documents, (2) user modeling
and keyword exploration, and (3) document diversification.

The initial set of documents and their rankings are obtained
through the Information Retrieval and Ranking component.
Having received feedback on keywords, the system enters
the exploratory loop. The explicit user feedback is sent to
the Keywords Exploration and the Document Diversification
components. The Keywords Exploration module implements
user model estimation using RL techniques. The user model
is a representation of the system’s belief about the user’s in-
formational need at the current iteration of retrieval. The
component receives feedback from the user and produces a
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list of keywords with weights which are passed on to the In-
formation Retrieval and Ranking module, which predicts a
new set of documents for the new search iteration. Thus, the
dataset in the system is not static and it changes at every iter-
ation based on the present, best estimation of the user model.

The Document Diversification module is responsible for de-
termining the set and order of documents that are passed on
to the Interface. The module uses exploration—exploitation
techniques to sample a set of documents to display to the
user, while keeping the ranking obtained from Information
Retrieval and Ranking component. The new set of documents
is used in Keywords Exploration component to capture de-
pendencies between keywords.

The user model is visualized in the exploratory view, which
allows the user to give feedback to the system through key-
word manipulation. A list of articles is also presented to the
user. The system gets new feedback from the user and contin-
ues in the iterative feedback loop. A detailed description of
each component and SciNet evaluation are presented in [1].
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