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This work examines real-time anomaly detection and isolation in a full-scale wastewater treatment appli-
cation. The Viikinmadki plant is the largest municipal wastewater treatment facility in Finland. It is monitored
with ample instrumentation, though their potential is not yet fully exploited. One reason that prevents the
use of the instrumentation in plant control is the occasional insufficient measurement performance.
Therefore, we investigate an intelligent anomaly detection system for the activated sludge process in order to
motivate a more efficient use of sensors in the process operation. The anomaly detection methodology is
based on principal component analysis. Because the state of the process fluctuates, moving-window
extensions are used to adapt the analysis to the time-varying conditions. The results show that both
instrument and process anomalies were successfully detected using the proposed algorithm and the vari-
ables responsible for the anomalies correctly isolated. We also demonstrate that the proposed algorithm
represents a convenient improvement for supporting the efficient operation of wastewater treatment plants.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Wastewater treatment in municipalities has faced considerable
developments starting from simple process units and ending up in
modern-day plants including numerous highly automated units
since the beginning of the 20th century. For instance in Helsinki
(Finland), the first wastewater treatment plant (WWTP) built in
1910 consisted of a septic tank and a trickling filter of natural
gravel, whereas the first plants using an activated sludge process
(ASP) were constructed in different neighbourhoods in the 1930s
(Katko, 2000). Today, the treatment of wastewaters from Helsinki
and several neighbouring municipalities is centralized to the Vii-
kinmadki WWTP the capacity of which is about 300-fold compared
with the first plant in the city. The Viikinmadki central plant is an
efficient facility employing several process units supported by an
extensive instrumentation and advanced control schemes.

Modern WWTPs are complex facilities where the interactions
between several process units and external disturbances take place.
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The role of instrumentation, control and automation has become
essential for the cost-effective and safe process operation. The
advances in information technology and of on-line instrumentation
which have occurred in the last few decades have produced
sophisticated process control solutions (Olsson et al., 2005; Olsson,
2014). Reliability of the real-time measurements is highly important
in the demanding conditions of biological wastewater treatment
processes. Even though notable development in on-line instru-
mentation has taken place during the past decades (Vanrolleghem
and Lee, 2003; Campisano et al., 2013), fouling of the instruments,
for instance due to solids deposition and slime build-up, impairs
their dependability (Olsson, 2014). When the sensors are used for
control actions, the reliability of the measurements is even more
essential for cost-efficient process operation and for avoiding a
break in the feedback loop; this is especially true for aeration
control, chemical dosing and pumping. The automatic anomaly
detection system aims at providing the operators with timely
information on sensor faults and process malfunctioning in general.
Therefore, they contribute to the successful WWTP operation by
reducing the risks of process malfunctions and by enabling the
more dependable use of on-line data in critical control schemes.
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One option for the anomaly detection system development
relies on the industries' historical process data where information
about both normal and abnormal operations is encoded. Historical
data together with mathematical modelling algorithms can be
used for designing software that distinguishes with normal and
abnormal situations in real-time when incoming data are inputted
to the system (Venkatasubramanian et al., 2003). The most pop-
ular families of model structures that are used for quantitative
data-derived anomaly detection and isolation belong to multi-
variate statistical and artificial neural network techniques (Ven-
katasubramanian et al., 2003; Ng and Srinivasan, 2010; Qin, 2011;
Ge et al., 2013). For instance in the process industry, intelligent
software tools designed based on the historical operation data
have been used successfully for monitoring anomalies that man-
ifest themselves as the exceptional variation among the on-line
measured variables (Kadlec et al., 2009).

Data-derived approaches, such as multivariate statistics, have
also been proposed for anomaly monitoring applications in the
biological WWTPs (see Haimi et al., 2013, for references). Con-
siderable efforts at the development of multivariate techniques, for
instance principal component analysis (PCA), were made by Rosen
(2001) and Lennox (2002), who introduced adaptive and multiscale
approaches for monitoring ASPs. Combining PCA and clustering
algorithms have also been presented for observing the fluctuation
of the process states in both continuous and batchwise wastewater
treatment units (Teppola et al.,, 1999; Aguado et al., 2008, respec-
tively). Later, PCA methods have been proposed for full-scale
municipal applications for real-time fault detection and isolation
in an ASP (Baggiani and Marsili-Libelli, 2009) and for detecting
outliers in the measurement data of a biological post-filtration unit
(Corona et al.,, 2013). PCA techniques have also recently been used
for assessing anomalous measurements in the inlet of WWTP
(Alferes et al., 2013) and for diagnosing sensor faults in a laboratory-
scale wastewater treatment system (Tao et al., 2013).

Even though PCA-based monitoring tools for the municipal
wastewater sector have been presented in the literature, the chal-
lenges created by the time-evolving process dynamics of the real-
life WWTP conditions have not been addressed in the majority of
the proposals (Haimi et al., 2013). Most of the investigations where
adaptive PCA techniques have been used for dealing with the
fluctuating process and influent conditions concern simulated ASPs
(Rosen and Yuan, 2001; Lee et al., 2004, 2006; Le Bonté et al., 2005;
Aguado and Rosen, 2008). The simulated protocols certainly provide
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valuable opportunities for the monitoring methodology develop-
ment that is demonstrated with the plentiful literature (Jeppsson
et al, 2013) and efforts have been made for generating realistic
influent wastewater data for the modelling purposes (Martin and
Vanrolleghem, 2014). However, the experiments that concern full-
scale processes involve additional challenges compared with the
simulation platform tests due to the unforeseen and plant-specific
features of the influent characteristics. Isolating faults in real-life
facilities is also difficult because the occurrences of true anomalies
are rarely possible to be extensively verified among a large number
of frequently on-line measured process variables, unlike in simu-
lated processes where faults that differ from the normal operations
are intentionally encoded. In fact, this also suggests that real
operation data are irreplaceable when anomaly monitoring systems
are designed and tested for a particular WWTP. For such reasons,
the objective of this study is to investigate the applicability of
adaptive PCA methodologies for detecting and isolating instrument
and process anomalies in a large-scale ASP. One of the general
challenges of adaptive PCA techniques is that the length of the
historical period considered in the model construction is typically
fixed while the process dynamics do change, which often leads to a
sub-optimal monitoring performance (Kadlec et al., 2011). There-
fore, we examine in this work such adaptive data-derived techni-
ques that are designed to take into account also the varying
rapidness of the process changes.

In this paper, we study PCA-based techniques for anomaly
detection and diagnosis in the Viikinmdki WWTP. First, the
investigated plant with a particular focus on the ASP and the
acquired operation data are described. After that, the considered
adaptive multivariate methods and the anomaly monitoring
algorithm are presented. Finally, we report and discuss the model
parameter definition and the results of the research.

2. Material and methods
2.1. Process and instrumentation

The Viikinmaki WWTP (800 000 population equivalent) treats
an average influent flow rate of 250 000 m?/d, of which about 85%
is domestic and 15% industrial wastewater. The wastewater treat-
ment line consists of bar screening, grit removal, pre-aeration, pri-
mary sedimentation, ASP, secondary sedimentation and biological
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Fig. 1. Simplified layout for a single ASP line and location of on-line measurements.
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post-filtration. The sludge treatment is achieved with mesophilic
digesters and subsequent dewatering systems. Total nitrogen
removal of approximately 90%, total phosphorus removal of 95%
and biochemical oxygen demand (BOD-,) removal of 95% of yearly
averages are achieved in the plant.

ASP is the core of the treatment process where the biological
nitrogen removal is realized, together with the denitrifying post-
filtration process at the end of the wastewater treatment line. At the
time of the investigation, the ASP consisted of eight treatment lines
divided into bioreactor and secondary sedimentation units, one of
which being schematically represented in Fig. 1. The ASP employs
DN-configuration which means that the zones where denitrification
takes place are located before the zones where nitrification is rea-
lized. Activated sludge consisting mainly of bacteria and protozoa is
recycled in the bioreactor and is needed in the nitrogen removal
process executed in different dissolved oxygen conditions. In order to
keep the activated sludge in the process, a secondary sedimentation
process that sequences the bioreactor is applied for settling the
sludge and a desired amount of thickened activated sludge is
pumped back to bioreactor. The clarified wastewater from the rec-
tangular sedimentation basins is further led to the denitrifying post-
filtration process. Each ASP line begins with a mixing zone where
pre-settled wastewater, return sludge from secondary sedimentation
and internal recycle sludge from the degassing zone at the end of the
bioreactor are fed. After that, the bioreactor is composed of six cas-
caded zones with the anoxic ones located near the input.

The dissolved oxygen concentrations of the aerated zones are
controlled with PID control loops where the air valve positions are the
manipulated variables and the dissolved oxygen set-point is 3.5 mg|/l.
The number of anoxic zones, forming the overall anoxic volume for
denitrification, is adjusted according to the nitrification performance.
Specifically, the number of anoxic zones depends on the aeration
mode, which is controlled in such a way that the effluent ammonium-
nitrogen concentration is within the set target range while using the
minimum required aerated volume. Time-delays are also included in
the aeration mode control scheme in order to increase the stability of
the control. In practice, Zone 1 is never aerated and it is mixed
mechanically. Zones 2 and 3 are equipped with agitators and are either
aerated or non-aerated depending on the aeration mode in use. In
contrast, Zones 4-6 are always aerated.

The quality of wastewater entering the bioreactor is monitored
continuously in terms of ammonium-nitrogen and suspended solids
concentrations in addition to the flow rate measurement. Dissolved
oxygen (0,) levels in Zones 2-6 are measured in real-time as well as
mixed liquor suspended solids concentration in the last zone. The
gauging station of the bioreactor effluent from the degassing zone
covers the measurements of ammonium-nitrogen, nitrate-nitrogen, pH
and alkalinity. Additionally, flow rates of sludge recirculation, internal
recirculation, excess sludge and air to different zones are monitored.

2.2. Data description and variable selection

The process variables considered in the study concern one ASP
line. The collected data covers two years of process operation

Table 1
Process variables considered for the anomaly detection in the ASP.

TAG Description Unit
I-NH4 Ammonium-nitrogen in the influent to the bioreactor mg/l
I-SS Suspended solids in the influent to the bioreactor mg/l
I-Q Influent flow rate to the bioreactor m3[s
0X-SS Suspended solids in the bioreactor g/l
E-NH4 Ammonium-nitrogen in the effluent of the bioreactor mg/l
E-NO3 Nitrate-nitrogen in the effluent of the bioreactor mg|/l
E-pH pH in the effluent of the bioreactor -

(January 1, 2009-December 31, 2010), recorded as hourly average
values. Analysers that are used to measure concentrations and other
chemical properties were considered in the study for facilitating
their supervision in the demanding environment. Instruments that
produce information, for instance, about flow rates have been
proved to work reliably in WWTPs and they do not require repeated
maintenance like the analysers do (Thomsen and Onnerth, 2009).
Therefore, the monitoring of the analysers was a priority in this
case. The primary criterion in variable selection was their potential
use in future advanced control schemes, for instance, such as the
one proposed for the considered ASP by Mulas et al. (2015).

From all the acquired data, the variables selected for anomaly
monitoring are grouped in Table 1, where the TAGs in column 1 are
later used for identification. The only investigated sensor that is cur-
rently used in the aeration control is E-NH4. However, it was also
included in the study because the initial inspection of the data showed
frequent unexpected peaks in the E-NH4 signal. The occurrence of
measurement reliability problems for the selected analysers, such as
unjustified drifts and peaks, were detected in the data inspection step.
Therefore, an adequate anomaly detection system would increase the
feasibility of the investigated analysers for process control purposes.
Dissolved oxygen sensors were not considered in the study because
they are already successfully used in the aeration control and the data
inspection did not reveal relevant signs of unreliability. The effluent
alkalinity measurement was excluded from the investigation because
its information was very well described by E-pH. I-Q was the only flow
rate measurement included in the study. The purpose of its inclusion
was to provide information about the flow dynamics of the process
and, on the other hand, to guarantee the high-grade performance of
the instrument, which would be even more important in such a
potential feedforward control scheme where influent ammonium load
(kg/h) would be used. The internal recirculation and the sludge
recirculation being controlled proportionally to I-Q, it was considered
informative about the overall flow conditions, that was also confirmed
by the statistical analysis.

In the pre-processing of the acquired data, only the obvious
outliers that violated the technological limitations of hardware
instruments were discarded. Such observations were considered
the measurements that exceeded the instrument measuring range
or that were associated with the unfeasible zero-values. In addi-
tion, data were synchronized in such a way that [-NH4, I-SS and I-
Q were shifted 3 h back in time which approximately corresponds
the hydraulic retention time of the bioreactor.

2.3. Methods for anomaly detection

2.3.1. General procedure

Principal component analysis (Jolliffe, 2002) is a multivariate
statistical technique for extracting the information from the data
by eliminating the information redundancy due to variables cross-
correlation. PCA identifies the principal directions of the trans-
formed data and ranks the contribution of each original variable in
explaining the observed variability. Let X indicate a data matrix
with the K observations each comprising D process variables. Each
of the K observations x(k)=[x1(k), ...,x4(k),...,xp(k)]T at time k
represents a point in the D-dimensional data space. PCA factorizes
the K x D data matrix X using eigenvalue decomposition, to obtain

X=TP"+E (1)

where T is a K x S score matrix, P a D x S loading matrix and E a
K x D residual matrix. S is for the number retained principal
components (PCs) and each of the K measurements at time k is
modelled as a S-dimensional point t(k) = x(k)P. The scores are the
new coordinates of the observations in a (sub)space whose
directions are defined by the set of loadings {p;,...,DPs, .-, Ps}, OF
PCs. Typically, most of the variation in the data can be explained
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by retaining a small number of PCs compared with the original
dimension of X (i.e. S<D).

The Hotelling's T? statistic and the Q statistic (Jackson and
Mudholkar, 1979) and their confidence limits, TZ,, (Atkinson et al.,
2004) and Qi (Nomikos and MacGregor, 1995) calculated for a
certain confidence level, are often employed in monitoring tasks.
T? measures the distance of the projected observation t(k) from
the origin of the principal component subspace:

T?(k) = to)A ~ 't(k) 2

where A~ denotes a diagonal matrix with the reciprocal of the
eigenvalues associated with the retained PCs. Q measures the
distance of an observation x(k) from its reconstruction X (k) = t(k)
P =[%1(k), ...,Rq(k), ...,&p(k)]" on the subspace:

D
QR = > (Xa(k)—Ra(k))® ©)

d=1

For the anomaly detection, a PCA model is first constructed and the
thresholds T, and Qy, are calculated using training data that are
supposed to be anomaly-free. Then, the model is used for monitoring
faults in testing data for which the T? and Q statistics are calculated.
The testing samples whose T2 and Q are less than T, and Q;, are
considered representing normal process behaviour, whereas the
observations whose T? and Q exceed Tz, and/or Qj,, are assumed to
denote a possible anomaly. The Q statistic has ability to indicate
changes in the correlation structure of the measured variables and,
thus, to detect sensor faults whereas the T2 statistic is more sensitive
to significant process variations (Lieftucht et al.,, 2006).

Once a violation of T, or Q. is detected, the variables' con-
tributions to the statistics are studied. The contributions along the
dth PC to the T? and Q statistics are calculated as c(k) = Xx(k)diag
(py) and e(k) =x(k)—X(k), respectively (MacGregor et al., 1994).
diag(p,) denotes the diagonal matrix of the column vector p, X(k)
denotes the vector of original data at time k and X(k) denotes its
reconstruction using a model with d PCs.

2.3.2. Moving-window procedure

A major limitation of PCA-based fault analysis is that the model
once built, it is time-invariant while the processes are time-
varying. When such models are used, false alarms might result.
This is because a PCA model describes the process conditions
represented by the training period and is applicable to testing in
corresponding conditions. However, if the conditions change
considerably during the testing period, the trained model is no
longer valid. PCA methods based on moving-windows have been
proposed for monitoring tasks when processes with considerable
dynamic behaviour are considered in order to overcome some of
the deficiencies of the static PCA approach (Ku et al., 1995; Bag-
giani and Marsili-Libelli, 2009).

In the moving-window approach, historical data from a time
period defined by the window-length L are used for building PCA
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models. New PCA models are built at the time intervals of a shift-
size Z. In such a manner, a window shifts along time and a new
model is trained at each step by including the newest data and
excluding the oldest ones. The unseen testing data sets associated
with each PCA model are of the length Z. Testing data are monitored
using the continuously calculated T2 and Q statistics and the cut-offs
T?n and Qy, determined for the latest model available. The con-
tributions for the moving-window PCA approach can be calculated
in a corresponding manner as for the conventional PCA. The fault
monitoring procedure using the moving-window PCA technique
with fixed L is shown for 1...n models in Fig. 2(a). Conventionally, in
the moving-window applications each model covers the same
window-length and the shift-size is fixed (Kadlec et al., 2011).
Based on the value of Z, the moving-window techniques can be
categorized as sample-wise and block-wise approaches (Kadlec et al.,
2011). In the sample-wise techniques, Z=1 which means that the PCA
model is recalculated after every new sample coming in. When the
process operating conditions change abruptly, sample-wise moving-
window models are efficient in monitoring (Choi et al., 2006). In the
block-wise techniques, Z corresponds for a certain number of samples,
or samples of a certain time period, after which the PCA model is
recalculated. The advantages of the block-wise moving-window
techniques include a low computational cost in comparison with the
sample-wise techniques. The blockwise techniques also reduce the
risk of recalculating the model based on an anomalous observation
because the detected faulty samples can be discarded from the next
training matrix prior recalculating the model (Choi et al., 2006).

2.3.3. Adaptive window-length procedure

Even though the moving-window PCA extension provides con-
siderable advantages over the static PCA approach in monitoring of
time evolving processes, one of its limitations is the fixed window-
length. This is due to the fact that rapidness of the process changes
varies. In general, if the process changes rapidly, the window-length
should be shortened and when the changes are slow, the large
window-length should be preferred. Adaptive window-lengths have
been considered (Kadlec et al.,, 2011) and here we apply two window-
length adaptation methods originally presented by He and Yang (2008)
and Ayech et al. (2012), denoted AMW_1 and AMW_2 hereafter (when
used with the PCA technique, AMWPCA_1 and AMWPCA_2). Contrary
to the adaptive window-lengths, the shift-size is fixed.

Using the AMW_1 method (He and Yang, 2008), window-
length L is defined for each model {1, ...,n,...,N} as follows:

IAb(n—1)] ||AR(n—1)||>V}
IAbol P AR

L(n) = Lmin + (Lmax — Lmin) EXP{ - ((X
“4)

where Ly, and Ly;,qx are minimum and maximum window-lengths,
respectively. [|[Ab(n—1)| is the Euclidean vector norm of differ-
ence between the previous two consecutive 1 x D mean vectors,
b(n—1) and b(n—2), calculated from training data. For a M(n) x D
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Fig. 2. Moving-window monitoring procedures using fixed (a) and adaptive (b) window-lengths L with 1,...,n PCA models. Shift-size Z is fixed in both (a) and (b).
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training data matrix Xg,(n), where M(n) represents the number of
observations that is specific to each training matrix, the mean
vector b(n) is computed according to the following equation:

1 M(n)

b(n) = W ; Xtrn 5)
where Xy, is the ith row vector of Xgy(n). Because of the data pre-
processing, observations may have been discarded from training data
matrices and therefore M(n) < L(n). Correspondingly, ||AR(n—1)]| is
the Euclidean matrix norm of the difference between the two con-
secutive D x D correlation matrices, R(n—1) and R(n—2). For a data
matrix Xg(n), the correlation matrix R(n) is calculated as follows:

1 M(n)
R(n) =Wm2(xmi —b(1))(Xm, — b(n))" (6)

I|Abg|| and ||ARg| represent the Euclidean vector norm of differ-
ence between two consecutive mean vectors and the Euclidean
matrix norm of the difference between two consecutive correlation
matrices in reference conditions, respectively. They are calculated
correspondingly as ||Ab(n—1)| and ||AR(n—1)||, using two sets of
reference data that associate with normal process conditions
without anomalous observations. Three parameters are used for
tuning the function; o and /3 are weights given for ||Ab(n—1)||/||
Aby|| and [|AR(n—1)||/||ARg||, respectively, and y is an exponential
parameter that affects the sensitivity of L to the process change.

When using Eq. (4), the values of the window-lengths L within
the range defined by L., and L. depend on the differences
between the consecutive training data sets and the settings of the
function parameters. If ||Ab(n—1)|| and/or ||AR(n—1)| reduce
(s) implying that the variation between two previous consecutive
training data sets decreases, L of the next training data set
increases. Also the reduction of the weight(s) & and/or f# causes a
raise in L. On the contrary, a decrease of the exponential parameter
y reduces the length L and leads to less aggressive responses of L to
the variations within the measurement data.

With the AMW_2 approach (Ayech et al.,, 2012), the window-
lengths are determined accordingly:

L(n) = Lmax - (Lmax - Lmin) [1 —exp ( - 5(”ARref(n - 1)”))] (7)

where ||AR.s(n—1)| is the Euclidean matrix norm of the differ-
ence between R(n—1) and R,,. Otherwise ||AR,s(n—1)| is cal-
culated like || AR(n—1)]|, but instead of using the second previous
correlation matrix in its calculation, R,y representing the corre-
lation matrix of a reference data set is used. The parameter &
controls the sensitivity of the change in L.

When using Eq. (7), the window-lengths L vary between L,;;; and
Lmax depending on the differences between the training data and the
reference data and on the value of the preset the function parameter .
In the case of the decreasing value of || AR, (n—1)||, the variability
between the previous training data set and the reference data set
diminishes and, consequently, the length L of the next training data set
increases. A reduction of the & value results in a raise of L.

The anomaly monitoring procedure with an adaptive moving-
window PCA follows the same principles, for instance recomputing
T#m and Qg for each model n, as in the fixed window-length case. The
monitoring procedure for 1, ...,n models is visualized in Fig. 2(b).

2.3.4. Anomaly monitoring algorithm

A wide scale of methods has been presented for selecting a
sufficient subset of PCs, including heuristic and statistical approa-
ches (Valle et al., 1999; Jolliffe, 2002). It has been suggested that also
for the adaptive PCA approaches the number of retained PCs should
be individually determined for each model (Venkatasubramanian
et al., 2003). In this work, we apply the eigengap technique (Davis
and Kahan, 1970) for selecting an appropriate number of PCs for the

models. When the eigenvalues sorted in descending order
M =A2>,..., = Ap, the eigengap is defined as p; = A4 — A4, 1, with
d={1,...,D—1}. The index of the eigenvalue associated with the
largest eigengap defines the dimensionality S of the projection
subspace. The use of the eigengap method, that has also recently
been applied in other studies for choosing the retained PCs (Shen et
al., 2012), is based on the dominant standpoint that suggests the
first PCs associating with large eigenvalues to contain the most
significant information about the original variables (Bro and Smilde,
2014). Alternative approaches that rely both on the fault detection
sensitivity and on the fault direction, such as the signal-to-noise
ratio, have been proposed for selecting the significant PCs in order
to monitor the specific fault types (Tamura and Tsujita, 2007). Such
approaches could be further investigated for potentially improving
the anomaly detection algorithm presented in this study as well.

The window-lengths were defined in time instead of the num-
ber of samples. This implies that the number of samples M in a
training data matrix Xq, of each model n may have been less than
the value of L because of the discarding procedure in the data pre-
processing step. For this reason, a certain proportion P of the
samples in a training data set was required. If the requirement was
not fulfilled, the PCA model was not considered representative and
the previous valid model was maintained. The required P value
varied depending on L, the criterion being stricter for shorter win-
dows in order to have sufficient samples for building descriptive
PCA models. For a data set of length L,,;;, a requirement of 90% of
the samples available was applied whereas for a data set of length
Linax, the limit was set at 50%. In particular, the required proportion
of samples Py, in any data set n was determined as follows:

L(n) - Lmin

Limax — Lmin

Pjim(n) = (0.5-0.9) +0.9 8

A 30-day period at the beginning of the acquired data set was used
for defining the reference values for the AMW approaches. Data from
the reference period were divided in N sets, which in this case
equaled 30. PCA was performed for each n={(1, ..., Ny} 1-day refer-
ence data set X,.r(n). Before performing PCA, data were standardized,
ie. made zero mean and unit variance. X,(n) were further cleaned
from the samples that violated T, or Qj,. The confidence level of
97.5% was employed for defining T#,, and Qy, for each model sepa-
rately. For the AMW_1 method, ||Abg(n)|| and ||ARq(n)|| were cal-
culated for each model except the first one (n = 1) that cannot be
determined. Finally, the references || Aby|| and || ARy || were defined as
the averages of the corresponding values associated with the indivi-
dual models n={2,...,Nyy}. As for the AMW_2 approach, the same
data sets X,s(n) were used for calculating the reference matrix Ry.
Specifically, R,; was defined as an element-by-element average
matrix of the correlation matrices R(n) from the reference period.

The algorithms for calculating the reference(s) for determining the
window-lengths adaptively and for detecting and isolating anomalies
in testing data sets X, are sketched below. Algorithm 1 is performed
only once for defining the references ||Abg|| and ||ARp| (AMW_1)
and R.; (AMW_2). Algorithm 2 is executed at the time intervals of Z
for defining L, T, and Qy, and, then, for monitoring the T and Q
statistics of each incoming sample. The anomaly monitoring procedure
of the moving-window PCA with fixed window-lengths (MWPCA)
follows Algorithm 2 except for step 2 that concerns the calculation of
window-length L individually for each model n according to Eq. (4)
(AMWPCA_1) or to Eq. (7) (AMWPCA_2).

Algorithm 1. Calculation of the reference output(s) for the
window-length determination.

Input: Reference data matrices X, confidence level, number
of reference data matrices Nyes

Output Vector norm || Abg|| and matrix norm || ARy||, or cor-
relation matrix Ry



70 H. Haimi et al. / Engineering Applications of Artificial Intelligence 52 (2016) 65-80

—

:forn=1:N, do
Standardize X
Calculate the samples retained in the window after the
data pre-processing, P
Calculate the limit for the required proportion of samples
in the window, Py,
Determine confidence limits for the statistics
if Enough samples are retained in the window, i.e. P > Pj;,,
Perform PCA
Determine the dimensionality S, i.e. the number of the
retained PCs
9: ford=1:D-1do
10: Calculate the eigengap pq
11: end for
12: S = argmax pq
13: Calculate T, and Qi
14: else Use T7,, and Qyy, of the previous valid model
15: end if
16: Clean X,s from the samples exceeding cut-off limits
17.  for each observation X, at time k in matrix X, do
18: Calculate T? and Q
19: if T? > T%, and/or Q > Qj;, then
20: Discard sample
21: end if
22: end for
23: if n>1 then
24: Calculate the reference output(s) using non-standardized
xref
25: if AMWPCA_1 is employed then
26: Calculate ||Abg|| and ||ARg||
27: else AMWPCA_2 is employed
28: Calculate Ry
29: end if
30: end if
31: end for
32: Calculate the mean reference output(s) over models
{2, ~-~,Nref}
33: if AMWPCA_1 is employed then
34: Calculate mean ||Abg|| and mean ||ARy||
35:else AMWPCA_2 is employed
36: Calculate mean Ry
37: end if

w N

b

Algorithm 2. Anomaly detection and isolation.

Input: Training data matrices Xy, testing data matrices X,
confidence level, function parameters «, £ and y, or func-

tion parameter o
Output: Confidence limits T, and Qy, statistics T?> and Q,
contributions ¢ and e
:for n=Ns+1:end do
Calculate window-length L using ||Abg|| and || ARgl|, or Ry
Standardize X¢n,
Calculate the samples retained in the window after the
data pre-processing, P
5: Calculate the limit for the required proportion of samples
in the window, Py,
6: Determine confidence limits for the statistics
7: if Enough samples are retained in the window, i.e. P > Pj;,
then
8: Perform PCA
9: Determine the dimensionality of S, i.e. the number of
retained PCs

10: ford=1:D-1do

L e

11: Calculate the eigengap pg4

12: end for

13: S = argmax pq

14: Calculate T%,, and Qum

15: else Use T2, and Qj, of the previous valid model

16: end if

17: for each observation X at time k in matrix X; do

18:  Standardize X

19: Calculate 72 and Q

20:  Check the respect of confidence limits

21: if T>> T2, and/or Q > Qy, then

22:  Anomalous sample: calculate ¢ and e, i.e., the variables'
contributions to T? and Q

23: end if
24: end for
25: end for

3. Results and discussion

In this section, we first describe the selection of the parameters for
the anomaly detection systems, where window-lengths adjust
(AMWPCA_1 and AMWPCA_2) and where the window-length is fixed
(MWPCA). Then, examples of their implementation in an ASP are
presented with a particular consideration assigned to their perfor-
mances considering different types of anomalies. Finally, we summar-
ize the results for process operation during the entire testing period.

3.1. Selection of the parameters

Several parameters were needed to be adjusted in the anomaly
monitoring procedure. The first 4000 samples of the acquired data set
were used for selecting the appropriate shift-sizes and the parameters
required for the window-length calculations according to Egs. (4) and
(7). The parameter selection for the different monitoring approaches is
described in the following order: AMWPCA_1, AMWPCA 2 and
MWPCA. We discuss first the parameters that were selected based on
the process knowledge or the evident properties of the acquired
operational data. After that, the selection of those parameters that
were more intensively investigated is reported.

3.1.1. Adaptive window-length approach AMWPCA_1

The range that limits the L values was selected based on a priori
knowledge about the influent behaviour in municipal WWTPs. L,
was set at 24 h (1 day) and L4, at 168 h (7 days). In particular, Ly,
represents the diurnal trends and Ly the weekly trends which
both are typical for the influent flow rate and concentrations in
municipal WWTPs (Henze et al., 2008). These trends were also
evidently present in the operational data of the Viikinmdki WWTP.

The parameters « and f are the weights of ||Ab(n—1)||/||Aby||
and ||[AR(n—1)||/||ARy||, respectively. In order to restrict the var-
iation of a and f3, we defined their relationship as follows: « is in
the range 0-1 and f = 1 - a. The magnitudes of || Ab(n—1)||/||Abg
|| and |JAR(n—1)||/||ARg|| were found to be of the same level and
no reason for weighting the changes in mean vectors over the
changes in correlation matrices, or vice versa, was recognized. For
these reasons, we selected the weights in the window-length
calculation procedure to be « =0.5 and = 0.5.

The selection of the shift-size Z and the function parameter y
are investigated in the rest of this subsection. The potential shift-
sizes Z were studied within the range 1—24 h, at the intervals of
1 h. The range <L,;, is motivated by the findings that indicate
that unforeseen changes in the process or the instrument signals
often take place within the time frames of a few hours. Therefore,
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Fig. 3. Time-series of the average L over y between 0.0 and 2.0 for AMWPCA_1. The grey area is defined by y;(n)+c.(n) and y;(n) —o1(n) (a). Time-series of L resulting with

four different y values shown in the legend (b).
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Fig. 4. Averages (a) and standard deviations (b) of L with the investigated combinations of Z and y for AMWPCA_1. (For interpretation of the references to colour in this figure

caption, the reader is referred to the web version of this paper.)

recomputing the PCA model more frequently than once a day is
expected to be beneficial. The function parameter y affects the
intensity of the changes in L as the consequences of the variations
in the operational conditions. It was examined among the values
y=1[0.0,0.1,0.2, ...,2.0]. Particularly, if y = 0.0, there is no variation
in L which in the given situation always equals 77.0 h.

The time-series of the average L over all y values and using Z =
12 is shown in Fig. 3(a). Z = 12 is applied in the example because it
is the middle of the investigated y range. The grey shading in the
figure is delimited by the average L over the y values, denoted
p;(n), and the standard deviation of L over the y values, denoted
o1(n), for each model n as follows: maximum is y;(n)+o;(n) and
minimum is y;(n)— o (n). Variation in the average L can be easily
observed. The minimum and maximum average L are 41.3 h and
143.7 h, respectively. The time-series of L when using y =[0.1,0.7,
1.3,2.0] and Z=12 are presented in Fig. 3(b), in order to demon-
strate the effect of y on the L values. The large y values give rise to
typically large L values. They also cause drastic drops and variation
of L when the properties of the consecutive training matrices differ
from each other. On the other hand, the small y values cause only
minor differences in L and, therefore, their use leads practically
close to fixed window-lengths.

Next, the effect of the different Z and y combinations on the
window-lengths L were examined. The average L values from the
considered Z and y combinations, denoted y;(Z, y), are used to dye

the rectangles in Fig. 4(a) as shown in the colourbar. The longest
average windows are located in the upper right corner of the plot,
while short windows are found in the bottom. The standard
deviations of L, denoted o;(Z, y), were found to be the largest with
small Z and large y, as shown on the bottom right of Fig. 4(b). The
lowest variation of L using any Z was associated with the small y
values. The maximum and minimum y;(Z,y) and o.(Z,y) among
the investigated combinations of Z and y are presented in Table 2,
where the associated Z and y values are also reported.

In the selection of Z and 7, we aimed at such a combination that
results in window-lengths that clearly vary when changes
between the consecutive training matrices arise. Therefore, too
small y values were not appealing (see the time-series of L with
y=0.1 in Fig. 3(b)). On the other hand, too abrupt a variation
among the window-lengths, that is associated with the large y
values, was not desired in order to maintain stability in the
monitoring system. For these reasons, the y values that result in
the variation behaviour that is close to the average L time-series
over the considered y values were searched for, concerning each Z
individually. The root mean squared differences D, between
average L and L with a certain y value were quantified as follows:

n=1

1N 1/2
D, = (N > (L,(n)—m(n)f) 9)
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where L,(n) denotes the L defined using a specific ¥y concerning
model n and y;(n) denotes the average of the L values over the
investigated y values for the models with serial number n. The y
values that yield minimum D, for each considered Z are indicated
with red dots in Fig. 5(a), where the D, values of the different
combinations are shown in the colourbar. The majority of the y
values resulting in a minimum D, are in the range 0.7-0.9.

From the practical point of view, a too large share of observa-
tions is not desired to be labelled as anomalous and, thus, the
monitoring system to cause too frequent alarms. For this reason,
the shares of anomalous samples were investigated. The anomaly
shares associated with the different Z and y combinations are
visualized in Fig. 5(b). A share of anomalies corresponding with
the maximum of 0.25 was considered acceptable and the blocks
that satisfy this condition are marked with red dots. The largest
anomaly shares are found in the top left corner of the figure, along
with the combinations of Z = 2 and y >1.5. The maximum
anomaly share among the studied combinations is 0.37 (Z = 24,
y = 0.0). The smaller anomaly shares are located in the bottom left
corner, the minimum value being 0.18 (Z = 1, y =0.1).

The combination of Z and y to be used in the testing of AMWPCA_1
was selected among those that result in minimum D, for any Z and
that associate with a share of the detected anomalies of maximum
0.25. In other words, the possible combinations are marked with a red
dot both in Fig. 5(a) and in Fig. 5(b). Among seven combinations that
fulfilled the criteria, the one that resulted in the smallest D, was
selected (Z = 6, y=0.7). All the parameters that were chosen for
testing the AMWPCA_1 approach are summarized in Table 3.

3.1.2. Adaptive window-length approach AMWPCA_2

A number of parameters were also selected for the other
adaptive window-length approach, AMWPCA_2. Based on the
criteria explained in Section 3.1.1, L,;, was set at 24 h and Ly,qx at
168 h. The adjustment of the shift-size Z and the function para-
meter 6 was approached correspondingly as the selection of Z and

Table 2

Maximum and minimum of the average L values (x;(Z,y)) and of the standard
deviations in L (6;(Z,y)) among the investigated combinations of Z and y for
AMWPCA_1.

u(Z,y), (h) Z, (h) /4
Max 4, (Z.7) 157.4 21 2.0
Min 4, (Z,7) 446 1 09

o1(Z,y) (h) Z(h) Y
Max o1(Z. 7) 59.4 3 19
Min 6.(Z,7) 0.0 {1,2,...,24} 0.0

y for the AMWPCA_1 approach. The influence of Z on the variation
of L was studied within the range 1-24 h at the intervals of 1 h and
of 6 among the values § =[0.0,0.1,0.2,...,2.0]. When 6 =0.0, L is
fixed at the size of 168 h, i.e. L.

The time-series of the average L computed over the investigated
6 values and Z = 12 is shown in Fig. 6(a). The grey shading is
defined follows: maximum is y;(n)+or(n) and minimum is
p (M) —op(n). The minimum and maximum of the average L values
are 52.3 h and 1004 h, respectively. Hence, the variation of L when
using is AMWPCA_2 is more moderate than when using
AMWPCA_1. The time-series of L with 6 =[0.1,0.7,1.3,2.01and Z =
12 are presented in Fig. 6(b). The  value evidently sets the general
level of L. For instance, the large & values force the L values close to
Lmin and the small & values close to L.. Moreover, it can be
observed that the small § values give rise only to small deviation in
L. The largest fluctuation in L takes place when & is moderate.

The impact of the different Z and 6 combinations on the aver-
age window-lengths is shown in Fig. 7(a). The colours of the rec-
tangles associate with the L values as indicated in the colourbar.
The largest average window-lengths, y;(Z,d), equaling Ly are
located in the left of the plot whereas the y,(Z, d) values get gra-
dually smaller when moving to the right side, along with the
increasing 6 values. The largest standard deviations of L, 6(Z, ),
were produced with moderate § for any Z, as it is illustrated in
Fig. 7(b), while the lowest o;(Z, 5) were associated with the small §
values. The maximum and minimum ,(Z, ) and &.(Z,d) are col-
lected in Table 4, together with the associated Z and 6 values.

The differences between the time-series of average of the L values
over the considered & values and the time-series of L calculated with a
certain 6 value were studied. The 6 values associated with the mini-
mum D; values (calculated correspondingly as D, in Eq. (9)) are marked
with red dots in Fig. 8(a). In all except one of the situations, the 6 value
resulting in a minimum Ds was 0.8. These cases typically correspond
also to the largest variation in L, as it is depicted in Fig. 7(b).

The shares of anomalous samples are shown in Fig. 8(b), where
the ones representing values < 0.25 are marked with red dots. The
largest anomaly shares are among the combinations in the top right
corner, the maximum being as high as 0.56 (Z = 19, 6 =2.0). The
combinations with the smallest anomaly shares are located in the
bottom left corner, with the minimum value of 0.17 (Z = 1,6 =0.2).

Table 3
Parameters selected for testing AMWPCA_1.

Linin (h) Linax (h) a p 14 Z (h)

24 168 0.5 0.5 0.7 6

0 0.5 1 15 2
o

Difference between L. (n) and pr,(n)

0 0.5 1 1.5 2

y
Shares of the detected anomalies

Fig. 5. Differences D, between L,(n) and y,(n) (a) and shares of detected anomalies (b) with the investigated combinations of Z and y for AMWPCA_1. (For interpretation of
the references to colour in this figure caption, the reader is referred to the web version of this paper.)
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Table 4

Maximum and minimum of the average L values (y;(Z,5)) and of the standard
deviations in L (o;(Z,5)) among the investigated combinations of Z and & for
AMWPCA_2.

u(Z,9), (h) Z, (h) 5
Max p;(Z, 5) 168.0 (12....24} 0.0
Min y,(Z, 5) 277 1 2.0

o1(Z,6) (h) Z (h) 5
Max o1(Z, 3) 19.9 19 038
Min o1(Z, 6) 0.0 (12....,24} 0.0

The combination of Z and 6 to be used in the testing of the
anomaly detection performance of AMWPCA_2 was selected among
the ones that associate with minimum Dg for any Z and with the
share of the detected anomalies of maximum 0.25. Three combi-
nations satisfied the criteria and among those the one that yielded
in the smallest Ds was selected (Z = 1, 6 =0.7). The parameters
chosen for testing the AMWPCA_2 approach are reported in Table 5.

3.1.3. Fixed window-length approach MWPCA
Anomaly monitoring using fixed window-length MWPCA was also
considered for the comparison purposes. Two parameters had to be

selected for MWPCA: window-length L and shift-size Z. The con-
sidered window-lengths values were L=[24 h,48h,...,168 h]. In
other words, the smallest investigated L corresponds with L,,;;, used in
the adaptive window-length approaches and the largest one with L;;4.
The set of the studied shift-size values was Z =[1 h,2 h, ..., 24 h] that
is the same as with the techniques with adapting L values.

The shares of the observations detected as anomalous with the
different Z and L combinations are shown in Fig. 9. The rectangles
connected with the specific combinations are dyed according to the
anomaly shares as indicated in the colourbar. The large anomaly
shares result when the small window-lengths are employed, the
maximum value being 0.63 (Z = 23 h, L = 24 h). The long windows
provide the least sensitive models that are linked with the small
shares of the anomalous samples, with the minimum of 0.17 (Z =
1h,L = 168 h). The Z and L combinations that associate with the
anomaly share of maximum 0.25 are marked with red dots.

Among all the 168 combinations of Z and L, 76 satisfied the
criterion of the anomaly detection share < 0.25. The models with
the various combinations fulfilling the criterion result in con-
siderably different overall anomaly monitoring performances
(Fig. 9). Because the motivation for testing MWPCA was to com-
pare its performance with the AMWPCA approaches, abundantly
different Z and L values for the MWPCA approach from the levels
of those when using the adapting techniques were not desired.
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Table 5
Parameters selected for testing AMWPCA_2.

Lmin (h) Lmax (h) 5 4 (h)
24 168 0.7 1
0.6
20 0.55
0.5
15 0.45
= 0.4
N
10 0.35
0.3
5 0.25
0.2
48 96 144
L, h

Fig. 9. Shares of detected anomalies with the investigated combinations of Z and L
for MWPCA. (For interpretation of the references to colour in this figure caption,
the reader is referred to the web version of this paper.)

When considering both AMWPCA_1 and AMWPCA_2 together, the
following average values with the chosen parameters during the
reference period were calculated: Z = 3.5 h and L = 89.9 h. Based
on these averages and the criterion of the maximum accepted
level of the anomaly detection share, the selected parameters for
testing the MWPCA approach were Z = 4h and L = 96 h.

3.2. Example of anomaly detection

After the parameter selection, the rest of the collected data,
consisting of 13 520 hourly samples, were employed for testing the
anomaly monitoring approaches. Particularly, two instrument
anomaly cases and one process anomaly case were investigated
using the AMWPCA_1, AMWPCA_2 and MWPCA techniques with
the parameter set-ups reported in Section 3.1.

3.2.1. Instrument anomalies

Case 1 - drifting measurement: The performances of the
AMWPCA_1, AMWPCA_2 and MWPCA anomaly detection systems
were explored during a period of three days. The T? and Q statistics
were studied with respect to T#,, and Qy, (Fig. 10). The first violations
of T&y or Qum during the examined period for the monitoring techni-
ques are shaded in grey. Q;;;, was the threshold that was first violated

considering each anomaly detection approach. That happened using
AMWPCA_1 (L between 30 and 120 h during the period) at 8 pm on
October 16, using AMWPCA_2 (L between 52 and 69 h) at 5 pm on the
following day, October 17, and using MWPCA at 11 pm on October 16.

The explanations for the detected Qy;,, violations were investi-
gated by analysing variables' contributions to the Q statistic con-
sidering a model with one PC at the moments of the confidence
limit exceedings. The contribution bar plots indicate that I-NH4
was the obvious reason for the threshold violations in each occa-
sion (Fig. 11).

The findings of contribution analyses were further studied by
observing the time-series of the standardized input variables
(Fig. 12, times of the first Qy;, violation highlighted). The investi-
gation confirmed the information provided by the contribution
analyses: I-NH4 deviates clearly from the rest of the variables.
Actually, I-NH4 drifts from about 50 mg/1 to 80 mg/l in the original
data whereas the other variables represent normal diurnal beha-
viour. The steady drifting of I-NH4 that, on the other hand, repre-
sents normal operational area in the beginning of the anomaly
would be challenging to detect timely using univariate control
charts. With multivariate techniques such as PCA, also the slow
changes in one variable with respect to the simultaneous changes in
the others can be recognized as demonstrated in this example.

Concluding, all the methods were found to detect the drifting
measurement, AMWPCA_1 providing the most effective anomaly
monitoring performance throughout the episode. However, the
AMWPCA_2 approach recognized the drifting failure substantially
later (18-21 h) than the other studied monitoring systems. If -NH4
was included in a feedforward control scheme of the ASP, this long
time delay in detecting a measurement drift would be substantially
inconvenient for the solid process operation. The window-lengths, i.e.
historical operational periods on which the monitoring procedure
compared the incoming observations, do not explain the late detection
of the drift with AMWPCA_2 in this case (Fig. 13). In fact, AMWPCA_1
operated with a shorter L and MWPCA with a longer L than
AMWPCA_2 at the moment of the anomaly isolation with those
approaches. However, it is likely that AMWPCA_2 adapted to the
constant deviation of the I-NH4 signal because of the shorter shift-size
than in the other examined systems. The other approaches actually
result in larger differences between the consecutive training matrixes
in the cases of drifting measurements because of the larger Z values.

Case 2 — peaks in measurements: Another example concerns a 3-
week period in winter time. The time-series of T> and Q of the
AMWPCA_1, AMWPCA_2 and MWPCA approaches are depicted in
Fig. 14. The window-lengths of AMWPCA_1 ranged between 47 and
153 h during the episode and of AMWPCA_2 between 46 and 82 h.
Several high peaks particularly in the Q statistic appeared on
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Fig. 11. Variables' contributions to Q using AMWPCA_1 (a) at 8 pm on October 16, using AMWPCA_2 (b) at 5 pm on October 17 and using MWPCA (c) at 11 pm on October 16.

December 20-24, partially depending on the employed anomaly
monitoring technique.

The variables' contributions to the violated statistics during the
highest peak (at 2am on December 22 for AMWPCA_1 and
AMWPCA_2 and at 5am on December 22 for MWPCA; the first
highlights in Fig. 14) were examined. In the cases of the
AMWPCA_2 and MWPCA approaches only Qj;,, was exceeded,
whereas T3, too was violated for AMWPCA_1. The contributions
indicate that the peaks were due to I-SS (Fig. 15). The peaks were
clearly detected and isolated using each of the approaches.

The standardized time-series of the variables are represented in
Fig. 16(a) with a focusing on three days in Fig. 16(b). The first high
peak in I-SS (from about 80 mg/1 up to 300 mg/1 in the original data)
correspond to the investigated peaks in statistics (Fig. 14). In addi-
tion, most of the other exceedings of the statistics' confidence limits
on December 20-24 were connected with the largest contributions
among the process variables associated with I-SS. During these days,
the monitoring behaviour of AMWPCA_2 proved to be unstable

resulting in T2 and Q values that frequently violated their cut-off
limits and then quickly dropped below the limits. The observed
instability is presumably connected with the small shift-size Z,
which necessitates updating Q;;,, and T#, at each time step, that was
selected for the particular anomaly detection approach.

The time-series of the window-lengths during the studied 3-
day episode are shown in Fig. 17. Considerable variation in L
cannot be observed with the AMWPCA_2 technique. By contrast,
the window-length using AMWPCA_1 gets evidently smaller (from
133 h to 96 h) as the consequence of the I-SS peak on December
22. Actually, AMWPCA_1 not only detected the considered peak
most timely, but the sufficient adaptation of L to the process
dynamics also resulted with the most adequate performance
among the techniques concerning the entire period.

3.2.2. Process anomalies
Case 3 - process disturbance: A longer-term violation first on
Qiim and then on T, took place on December 25-28 (Fig. 14). The
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Fig. 12. Time-series of the standardized variables during a 3-day period.
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Fig. 13. Time-series of the window-lengths of the investigated anomaly monitoring approaches during a 3-day period.
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Fig. 14. Time-series of T2 and Q using AMWPCA_1 (a), AMWPCA_2 (b) and MWPCA (c) during a 3-week period.

violations were detected at slightly differing times using the dif-
ferent approaches (at 5 pm on December 25 for AMWPCA_1; at
8 pm on December 25 for AMWPCA_2 and for MWPCA). Qyi, was
violated first in each case and therefore the contributions to Q at
the onset of the break were studied (the second grey bands in
Fig. 14). E-pH corresponded to the largest contribution in the case
of each explored anomaly monitoring method (Fig. 18) and, in fact,
its contribution to Q was even more evident during the next few
hours when more drastic exceedings of Q, occurred.

The suggested anomalous E-pH values were confirmed by
observing the standardized time-series (the latter shaded 4-day
period of Fig. 16(a) focused in Fig. 19; times of the first Qy, vio-
lations highlighted) where a sudden drop in E-pH took place (from
6.1 to 5.3 in the original data). Actually, the E-pH reduction caused
a malfunction in the biological nitrogen removal process resulting
in high E-NH4 peaks and in the increased concentration of E-NO3
(see Fig. 16(a)). E-NH4 increased from the normal concentration
level of 0-7 mg/1 all the way to 20 mg/l, which is the maximum of
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the instrument range, whereas E-NO3 rose from the normal level
of 6-14 mg/l to over 20 mg/l. The abnormal E-NH4 and E-NO3
concentrations also manifest themselves as evident changes in
their contributions to the T? and Q statistics. Therefore, a mon-
itoring system giving an early warning about abrupt changes
among the measured variables would significantly improve the
prevention of the corresponding process anomalies.

When the window-length time-series of anomaly monitoring
techniques during the 4-day episode are examined (Fig. 20), it is
noticed that with AMWPCA_2 the L values are rather close to each
other. Again, the AMWPCA_1 reacts more explicitly to the changes
among the process variables, manifested as the more intensively
varying L values. In fact, L with AMWPCA_1 lowers from 108 h to
56 h when the problems on the nitrogen removal take place and

the abnormal behaviour of E-pH, E-NH4 and E-NO3 occurs. The
lowered L gives rise to an improved monitoring performance
compared with the fixed window-length method in the situation
where rapid process changes take place due the pH drop and the
resulting nitrifier inhibition.

3.3. Summary of anomaly detection

Investigation of normal and anomalous observations among the
testing data shows that AMWPCA_1 and AMWPCA_2 provided slightly
differing results, the AMWPCA_1 approach detecting more anomalies
(Table 6). This did not only concern the total share of the anomalous
samples, but also the shares of both the T#,, and Qy;, violations among
them. The AMWPCA_1 and AMWPCA_2 approaches had significantly
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Fig. 19. Time-series of the standardized variables during 4-day episode associating
with Case 3. The period corresponds for the latter highlighted area in Fig. 16(a).

dissimilar average window-lengths, 101.6 h and 58.3 h, respectively. A
corresponding difference occurred also between their standard
deviations, those being 313 h for AMWPCA_1 and 135h for
AMWPCA_2. This is easily noticed in Fig. 21 where their window-
lengths are depicted. The anomaly monitoring performance of
MWPCA, defined in terms of the total number of the detected
anomalies, corresponded with the AMWPCA_2 approach. It must be
emphasized that the shares of the normal and anomalous samples do
not describe the correctness of anomaly detection. Because PCA is an
unsupervised method, no labels representing the normality of the
samples has been used in the model training. Moreover, such labels
are not available for evaluating the correct and wrong detections using
the investigated techniques. The final decision of the desired anomaly
monitoring policy is for the plant management to be made and the
detection sensitivities can be further fine-tuned by adjusting the
confidence level.

The variables most frequently responsible for anomalies did not
differ between the approaches when the largest contributions during
Tz and Qy;, violations were examined. With each considered anomaly
detection technique, I-NH4 was isolated most often as the fault source,
followed by I-SS. I-NH4 is a potential measurement to be used in
feedforward control of the ASP because the incoming ammonium load
into the bioreactor significantly influences the required aerated

volume. That emphasizes the benefits of installing an anomaly mon-
itoring system to support the efficient process operation under the
circumstances where relatively frequent abnormal I-NH4 signals were
found to be present. Considering all the approaches, I-Q and OX-SS
caused the smallest number of anomalies.

As for the model dimension S, two-PC models were the most
popular being favoured in 76.2-80.0% of the situations,
depending on the monitoring method. The largest model dimen-
sion considering each investigated approach was five, compared
with the original dimension D of seven. The average subsets of PCs
for the studied approaches ranged between 2.25 and 2.30
(Table 6). The correlation between the model dimensions and the
window-lengths of the AWMPCA approaches was found to be
weak. On average, the models reconstructed 72.3-75.5% of the
total variation with different approaches.

The cases when the previous valid model was maintained due
to a limited number of samples in the training data ranged
between 16.2% and 22.5% for the considered approaches. Appar-
ently, such situations were the most common for the methods
with small L values, and therefore for the AMWPCA_2 approach in
this study, because the required share of samples Py, is negatively
correlated with the window-length (Eq. (8)).

The computational burden of the different approaches was
highly dependent on the applied shift-sizes. This was expected
since a small Z necessitates frequent recalculation, for instance, of
the window-length, of the PCA model and of the statistics’ con-
fidence limits. Hence, the shortest computing times were asso-
ciated with AMWPCA_1. The calculation of the MWPCA (Z = 4)
and AMWPCA_2 (Z = 1) procedures required approximately 83%
and 805% more time than of AMWPCA_1 (Z = 6), respectively.

The techniques that enable adaptivity in the window-lengths
were shown to provide an increased flexibility for the anomaly
monitoring. Specifically, they were demonstrated to possess prop-
erties to tune the models adequate for applications that concern
time-varying operational conditions. Using different criteria for
selecting the parameters or altering their potential ranges would
have provided a different anomaly detection capability, for instance,
if a less strict detection policy was desired. In particular, the
AMWPCA_1 technique was shown to be widely adjustable whereas
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Table 6
Shares of normal and anomalous samples, average number of retained PCs, average window-lengths and standard deviation (std) of the window-lengths for the examined
methods.
AMWPCA_1 AMWPCA_2 MWPCA
Normal 0.767 0.789 0.789
Anomalous 0.233 0.211 0.221
PCs 230 225 2.25
Average L (h) 101.6 58.3 96.0
Std L (h) 313 13.5 0.0
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Fig. 21. Time-series of the window-lengths of the investigated anomaly monitoring approaches during the testing period.

the tuning capacity of AMWPCA_2 was indicated to be more lim-
ited. In Section 3.2, it was also indicated that the window-length L
using AMWPCA_1 was more capable of responding to the process
changes, which was the primary motivation of applying adaptive
window-lengths instead of the conventional fixed ones. Therefore,
the use of AMWPCA_1 for overcoming the challenges created by the
varying process dynamics in WWTPs is more practicable than the
use of AMWPCA_2. In the provided examples, it was also proved
that AMWPCA_1 detected the anomalies more timely than the
other methods, including MWPCA.

The advantage of the fixed window-length procedure is that it is
simpler to put into operation than the AMWPCA techniques. MWPCA
does not require effort and competence for tuning the function para-
meters of the window-length definition equations to suit for the
considered application. However, in the MWPCA method the selection
of window-length and shift-size affect considerably the anomaly
detection sensitivity, as it was indicated in Section 3.1. Therefore, their
selection needs to paid significantly attention to. The window-length
in the MWPCA technique had an impact especially on the detection of
the changes in the relations between the variables, or in the covar-
iance structure, which connects the Q statistic. Particularly, the models
with short windows exceeded Qj;,;, more often. Moreover, it is obvious
that MWPCA suffers from the fixed historical window-lengths in
comparison with an adequately tuned AMWPCA approach in such
applications where the rapidness of process changes fluctuates.

The results of this work showed that different types of anomalies
taking place in WWTPs can be isolated with the tested methods, the
AMWPCA_1 providing the most timely detection capability. Typically,
the measurement drifts were more demanding for isolation than, for
instance, the individual outlying measurement peaks. The studied
anomaly monitoring techniques were shown to provide the operators

with the early warnings of process disturbances that are challenging to
detect by observing simultaneously several univariate control charts.
The parameter selection is a crucial step for all the investigated
monitoring approaches and it requires moderate efforts when a high
dimension of parameters to be set is involved. In addition, the defi-
nition of the shift-size Z was shown to be of significant importance,
the overly small values being linked with the adaptation of the models
to measurement drifts and with the large computational costs.

4. Conclusions

In this work, we investigated an anomaly detection system in a
large-scale municipal WWTP. The methodologies employed were
based on moving-window PCA extensions with adaptive and fixed
window-lengths. The experimental results showed when monitoring
systems with the adequate sets of parameters were defined, drifts and
peaks in measurements as well as process anomalies can be detected.
Also, the correct isolation of the variables causing the anomalies was
demonstrated. The results indicated that other of the examined
adaptive window-length approaches successfully modified the
window-lengths according to the changes taking place among the
relationship of the considered process variables. For the techniques
with adapting window-lengths, the tuning of the parameters of the
window-length definition equations and of the shift-sizes specifying
the model recalculation intervals proved to be the critical factors for
the anomaly monitoring performances. In practice, the proposed
techniques could be installed as an inexpensive software tool for
monitoring sensor and process abnormalities. This would also increase
the potential of sensors to be used in advanced control systems,
because the risk of using, for instance, faulty influent measurements in
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schemes that include feedforward control would be diminished due to
the automatic alarms and to the isolation of deviating instruments.
The presented algorithm could easily be extended to include more
sensors and process units as well as be adapted to other industries,
where sufficient on-line instrumentation is available and where the
dynamics of the process changes varies.
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