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an ensemble of extreme learning machines (ELMs). The main purpose and contribution of this paper are
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Ensemble methods (1) training and model structure selection of the individual ELMs are accelerated by performing these
GPU steps on the graphics processing unit (GPU), instead of the processor (CPU); (2) the training of ELM is
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performed in such a way that computed results can be reused in the model structure selection, making
training plus model structure selection more efficient; (3) the modularity of the ensemble model is
exploited and the process of model training and model structure selection is parallelized across
multiple GPU and CPU cores, such that multiple models can be built at the same time. The experiments
show that competitive performance is obtained on the regression tasks, and that the GPU-accelerated
and parallelized ELM ensemble achieves attractive speedups over using a single CPU. Furthermore, the
proposed approach is not limited to a specific type of ELM and can be employed for a large variety

of ELMs.
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1. Introduction

Due to advances in technology, the size and dimensionality of
data sets used in machine learning tasks have grown very large
and continue to grow by the day. For this reason, it is important to
have efficient computational methods and algorithms that can be
applied on very large data sets, such that it is still possible to
complete the machine learning tasks in reasonable time.

Meanwhile, video cards’ performances have been increasing
more rapidly than typical desktop processors and they now
provide large amounts of computational power—compared again
with typical desktop processors [1].

With the introduction of NVidia CUDA [2] in 2007, it has
become easier to use the GPU for general-purpose computation,
since CUDA provides programming primitives that allow you to
run your code on highly parallel GPUs without needing to
explicitly rewrite the algorithm in terms of video card operations.
Examples of successful applications of CUDA include examples
from biotechnology, linear algebra [3], molecular dynamics simu-
lations and machine learning [4]. Depending on the application,
speedups of up to 300 times are possible by executing code on a
single GPU instead of a typical CPU, and by using multiple GPUs it
is possible to obtain even higher speedups. The introduction of
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CUDA has lead to the development of numerous libraries that use
the GPU in order to accelerate their execution by several orders of
magnitude. An overview of software and libraries using CUDA can
be found on the CUDA zone web site [2].

In this work, one of these libraries is used, namely CULA [5],
which was introduced in October 2009 and provides GPU-accel-
erated LAPACK functions (see [6] for the original LAPACK). Using
this library the training and model structure selection of the
models can be accelerated. The particular models used in this
work are a type of feedforward neural network, called extreme
learning machine (ELM) [7-10] (see [11-14] for recent develop-
ments based on ELM).

The ELM is well-suited for regression on large data sets, since
it is relatively fast compared with other methods [11,15] and it
has been shown to be a good approximator when it is trained
with a large number of samples [16]. Even though ELMs are fast,
there are several reasons to implement them on GPU and reduce
their running time. First of all, because the ELMs are applied to
large data sets the running time is still significant. Second, large
numbers of neurons are often needed in large-scale regression
problems. Finally, model structure selection needs to be per-
formed (and thus multiple models with different structures need
to be executed) in order to avoid under- or overfitting the data.

By combining multiple ELMs in an ensemble model, the test
error can be greatly reduced [10,17,18]. In order to make it
feasible to apply an ensemble of ELMs to regression on large data
sets, in this paper various strategies are explored for reducing the
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computational time. First, the training and model structure
selection of the ELMs is accelerated by performing these steps
largely on GPU. Second, the training of the ELM is performed in
such a way that values computed during training can be reused
for very efficient model structure selection through leave-one-out
cross-validation. Finally, the process of building the models is
parallelized across multiple GPUs and CPU cores in order to
further speed up the method.

Experiments are performed on two large regression data sets:
the first one is the well-known Santa Fe Laser data set [19] for
which the regression problem is based on a time series; the
second one is the data set 3 from the ESTSP'08 competition [19],
which is also a time series, but consists of a particularly large
number of samples, and needs a large regressor [20,21].

Results of the experiments show competitive performance on
the regression task, and validate our approach of using a GPU-
accelerated and parallelized ensemble model of multiple ELMs:
by adding more ELM models to the ensemble, the accuracy of the
model can be improved; model training and structure selection
of the individual ELM models can be effectively accelerated; and
due to the modularity of the ensemble model, the process of
building all models can be parallelized across multiple GPUs and
CPU-cores. Therefore, the proposed approach is very suitable for
application in large-scale regression tasks.

Although a particular type of ELM is used in this paper (i.e. an ELM
with conventional additive nodes), the proposed approach is not
limited to this specific type of ELM. Indeed, the proposed approach
can be employed for ELMs with a much wider type of hidden nodes,
which need not necessarily be ‘neuron-alike’ [22,16,12].

The organization of this paper is as follows. Section 2 discusses the
models used in this work and how to select an appropriate model
structure. Section 3 gives an overview of the whole algorithm.
Specifically, how multiple individual models are combined into an
ensemble model and what parts are currently accelerated using GPU.
Section 4 shows the results of using this approach on the two
mentioned large data sets. Finally, the results are discussed and an
overview of the work in progress is given.

2. Extreme learning machine for large-scale regression

The problem of regression is about establishing a relationship
between a set of output variables (continuous) y;e R,1<i<M
(single-output here) and another set of input variables
Xi=x,...xHe R. In the regression cases studied in the experi-
ments, the number of samples M is large: 10 000 for one case and
30 000 for the other.

2.1. Extreme learning machine (ELM)

The ELM algorithm is proposed by Huang et al. in [8] and uses
single-layer feedforward neural networks (SLFN). The key idea of
ELM is the random initialization of a SLFN weights. Below, the
main concepts of ELM as presented in [8] are reviewed.

Consider a set of M distinct samples (x;,y;) with x; e R and
yi e R. Then, a SLFN with N hidden neurons is modeled as the
following sum:

N
ST Bfwixi+by), je[1.M], (1)
i=1
with f being the activation function, w; the input weights to the
ith neuron in the hidden layer, b; the hidden layer biases and f;
the output weights.
In the case where the SLFN would perfectly approximate the
data (meaning the error between the output y; and the actual

value y; is zero), the relation is

N
> Bif (wix;+by) =y;.j e [1,M], 2)

i=1
which can be written compactly as

HE =Y, 3)
where H is the hidden layer output matrix defined as

f(wixq+bq) f(WnXq+by)
H= : e : (4)
fwixy +b1) f(wWnXpy +by)

and f=(B; ...y and Y=(y1...ym)".

With these notations, the theorem presented in [8] states that
with randomly initialized input weights and biases for the SLFN,
and under the condition that the activation function f is infinitely
differentiable, the hidden layer output matrix can be determined
and will provide an approximation of the target values as good as
wished (non-zero) [8,16].

The output weights f can be computed from the hidden layer
output matrix H and target values Y by using a Moore-Penrose
generalized inverse of H, denoted as H' [23]. Overall, the ELM
algorithm is then:

Algorithm 1. ELM

Given a training set (X;,y),X; € R%,y; € R, an activation
function f : R— R and N the number of hidden nodes,

1: - Randomly assign input weights w; and biases b;, i € [1,N];
2: - Calculate the hidden layer output matrix H;

3: - Calculate output weights matrix f=H'Y.

The proposed solution to the equation Hf =Y in the ELM
algorithm, as # = H'Y has three main properties making it a rather
appealing solution:

1. It is one of the least-squares solutions to the mentioned
equation, hence the minimum training error can be reached
with this solution;

2. It is the solution with the smallest norm among the least-
squares solutions;

3. The smallest norm solution among the least-squares solutions
is unique and is f=H'Y.

Theoretical proofs and a more thorough presentation of the
ELM algorithm are detailed in the original paper in which Huang
et al. present the algorithm and its justifications [8]. Furthermore,
as described in [22,16,12], the hidden nodes need not be ‘neuron-
alike’.

The only parameter of the ELM algorithm is the number of
neurons N to use in the SLFN. The optimal value for N can be
determined by performing model structure selection, using an
information criterion like BIC, or through a cross-validation
procedure.

2.2. Model structure selection by efficient LOO computation

Model structure selection enables one to determine an optimal
number of neurons for the ELM model. This is done using some
criterion which estimates the model generalization capabilities
for varying numbers of neurons in the hidden layer. One such
possibility is the classical Bayesian information criterion (BIC)
[24,25], which is used in [17].
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In this paper a different method of performing the model
structure selection is used. Namely, leave-one-out (LOO) cross-
validation, which is a special case of k-fold cross-validation,
where k is equal to the number of samples in the training set
(i.e. k=M). In LOO cross-validation, the models are trained on M
training sets, in each of which exactly one of the samples has been
left out. The left-out sample is used for testing, and the final
estimation of the generalization error is the mean of the M
obtained errors. Due to the fact that maximum use is made of
the training set, the LOO cross-validation gives a reliable estimate
of the generalization error, which is important for performing
good model structure selection.

The amount of computation for LOO cross-validation might
seem excessive, but for linear models one can compute the LOO
error Ej,, without retraining the model M times by using PRESS
statistics [26]. Since ELMs are essentially linear models of the
outputs of the hidden layer, the PRESS approach can be applied
here as well:

1N yi—¥i
Eloo = MI:ZI 1—hatil’, (5)

where y; and y; are respectively the ith training sample, and its
approximation by the trained model, and hat;; is the ith value on
the diagonal of the HAT-matrix, which is the matrix which
transforms Y into Y:

Y =HB=HH'Y =HMH"H) 'H"Y = HAT - Y. (6)

From the above equation, it can be seen that a large part of the
HAT-matrix consists of Hf, the Moore-Penrose generalized
inverse of the matrix H. Therefore, combined training and model
structure selection of the ELM can be optimized by using a
method that explicitly computes H'. The H' computed during
training can then be reused in the computation of the LOO error.

Furthermore, since only the diagonal of the HAT-matrix is
needed, it suffices to compute the row-wise dot-product between
H and H'T, and it is not needed to compute HH' in full.

In summary, the algorithm for efficient training and LOO-
based model structure selection of ELM then becomes:

Algorithm 2. Efficient ELM training and model
selection.

structure

Given a training set (X;,y;),X; € R%,y; € R, an activation

function f : R— R and & = {nq,ny, ...,nmqw} defining set of

possible numbers of hidden neurons.

1: Generate the weights for the largest ELM:

2: - Randomly generate input weights w; and biases b;,
ie[1,nmax];

3: for all nj e R do

4: Train the ELM:

5: - Take the input weights and biases for the first n; neurons;

6: - Calculate the hidden layer output matrix H;

7: - Calculate H by solving it from H'HH' =H";

8: - Calculate output weights matrix §=H'Y;

9:  Compute Ejyp:

10: - Compute diag(HAT) (row-wise dot-product of H and H'T);

112 = Eooj =17 0% 1 s

12: end for

13: As model structure, select the ELM with that number of

hidden neurons n; € X, which minimizes Ej,,;

In Fig. 1, the running times for training and combined training
and model structure selection are compared. It can be seen that
by explicitly computing H', the training procedure becomes

Time (s)
N

0 — 1 1 1 ]

0 500 1000 1500 2000

Number of hidden neurons

Fig. 1. Comparison of running times of ELM training (solid lines) and ELM training
+ model structure selection (dotted lines), with (black lines) and without
(gray lines) explicitly computing and reusing H'.

somewhat slower, but due to the re-use of H' in the model
structure selection, combined training and model structure selec-
tion became a lot faster. In practice, one can of course use the
fastest function, depending on whether the model just needs to be
trained or the model structure also needs to be selected.

3. Ensemble model of ELM

A common way to achieve reduced error in a certain task is by
building multiple models and average (or take a linear combina-
tion of) of their outputs. This is what is called an ensemble model.
The idea behind it is that the individual models make different
errors (in different directions), and that these errors tend to
cancel each other out, resulting in a reduced error.

In order to determine the optimal combination of the models,
the individual models have to be evaluated on a subset of the data
(say, a calibration set) for which the target values are known.
After evaluation, each model’s predictions of the target values in
the calibration are known. Now, using these predictions, the
linear combination of these predictions that best fits the true
target values can be determined. Computing this linear combina-
tion is done with positivity constraints on the weights.

Alternatively, instead of the outputs of the models, their leave-
one-out outputs can be used for determining the optimal linear
combination of the models. This way, a separate calibration set is
not needed, and the ensemble method can be build using just the
training set. Also, using leave-one-out output prevents overfitting
the linear combination to the data on which it is optimized. For
more information on this particular method of creating ensemble
models, see [18].

Since ELMs are partially random non-linear models, they
provide a set of quasi-independent models. For that reason, it is
possible to use an ensemble methodology in order to achieve
better generalization performance. The independence between
the ELMs is increased by using a random subset of variables for
the training of each ELM. A total of 100 ELM models are build,
and for each ELM individually, the number of hidden neurons is
tuned by performing the LOO cross-validation as described in
Section 2.2.

After model structure selection, the ELMs can be combined
into an ensemble model. In a previous work [17], a calibration set
(separate from the training set) was used to determine the
ensemble weights (i.e. the linear combination of the ELMs).
However, since in this paper during the model structure selection,
the leave-one-out error is computed on the training set, the leave-
one-out output on the training set is already computed, and can
be used to determine the optimal linear combination of models.
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Fig. 2. Block diagram showing the overall setup of the ensemble of ELMs.

Added advantage of this approach is that there is no need to
sacrifice part of the training set for the calibration of the
ensemble, and the models can thus be trained more effectively.

Once the ensemble weights are calibrated using the LOO
output of the ELMs, the calibrated ensemble is evaluated on a
test set. The output of the ensemble is computed as the linear
combination of the outputs of the individual models. Fig. 2
summarizes the overall implementation.

Further parallelization possibilities can clearly be seen from
Fig. 2: every ELM can be constructed independently from the
other ELMs and therefore the creation of the ELMs is parallelized
over multiple GPUs and CPUs. Also, the ELMs themselves can be
accelerated. These optimizations will be discussed in detail in the
next section.

4. GPU-acceleration of ELMs and parallelization
4.1. Motivation

Many techniques have been developed in the field of machine
learning to analyze data, and to extract useful information from it,
which can be used to gain insight in the data or perform a task like
prediction. However, due to advances in technology, the size and
dimensionality of the data sets used in machine learning continue to
grow by the day. Therefore, it is important to have efficient
computational methods and algorithms that are able to handle these
large data sets, such that the model selection and learning can still be
performed in reasonable time.

The ELM is well-suited for application on large data sets, since it is
relatively fast compared with other methods and it has been shown
to be a good approximator when it is trained with a large number of
samples [16]. Even though ELMs are fast, there are several reasons to
reduce their running time. First of all, because the ELMs are applied to
large data sets, the running time is still significant. Second, on large
data sets, typically large numbers of neurons are needed, which
increases the running time of ELM. Third, in order to avoid under- and
overfitting the data, one has to perform model structure selection,
and thus compute multiple models with different structure.

In the next subsections, the methods used to reduce the
running time of the ensemble of ELMs are discussed.

4.2. GPU-acceleration of ELM

Since the running time of the ELM algorithm largely consists of
a single operation (solving the linear system), it is the prime
target for optimizing the running time of the ELM. If this
operation can be accelerated, then the running time of each
ELM (and thus of the ensemble) can be greatly reduced. In this
work, this operation is performed on the GPU.

Currently, there are several libraries in development aimed at
speeding up a subset of the linear algebra functions found in
LAPACK [6]:

e CULA tools [5]: A library introduced in October 2009, implement-
ing a subset of LAPACK functions. The free variant of this package
contains functions for solving a linear system (culaGesv), and
performing a least-squares solve (culaGels).

o MAGMA [27]: A recently introduced linear algebra package aiming
at running linear algebra operations on heterogeneous architec-
tures (i.e. using both multi-core CPU and multiple GPUs present
on the system, in order to solve a single problem).!

In this work, CULA Tools is used, which was the first widely
available GPU-accelerated linear algebra package, and was devel-
oped in cooperation with NVidia. Therefore, it is likely to be
well-supported. Specifically, the (culaGesv) and (culaGels)
functions were used, and wrappers around these functions were
written, such that they can be used from MATLAB in the training
and model structure selection of the ELM.

Similar functions are offered by MATLAB and its underlying
LAPACK library. An overview of all functions used in this paper
can be found in Table 1. Since in our application of these functions
all linear systems are fully determined, they give exactly the same
result and only vary in running time.

Something worth noting about computations on GPU, is that
even though double precision calculations are possible, GPUs
perform much better in single precision [1]. In the NVidia
GTX295 cards that were used in this work, the single precision
performance is eight times higher than the double precision
performance.? Therefore, one should use single precision calcula-
tions wherever possible.

A second reason for using single precision calculations wher-
ever possible is that the way only half as much memory is needed,
and the amount of needed memory determines how far the
method will scale. In our experiments, each GPU has 896 MiB of
video card memory at its disposal. This means that the part of our
algorithm that is executed on GPU (i.e. line 7 in Algorithm 2) can
use at most this amount of memory. For a training problem of
25000 samples, approximately 100 MiB is needed, and the
amount of memory needed scales linearly with the number of
samples. Therefore, on the used hardware, the approach scales to
approximately 200 000 samples. If one would use the NVidia
Tesla C2070, which has 6 GiB of memory, the approach would
scale to approximately 1.5 M samples.

In order to get an idea of the running time of the function
culaGels, it is compared with MATLAB’s commonly used m1di-
vide (also known as \), as well as with the gels function from
MATLAB’s underlying highly optimized multi-threaded LAPACK
library.>

Since on the CPU the performance in single precision is about
twice the double precision performance, the functions are com-
pared in both single precision and double precision.*

! It should be noted that this library is being developed by the creators of the
widely used LAPACK.

2 In NVidia’s latest generation of video cards, the double precision perfor-
mance has been greatly increased and operates at half the speed of single
precision.

3 Used MATLAB is version R2009b, which on our Intel i7 920 machine uses the
highly optimized MKL library by Intel.

4 The functions compared here are the functions typically used in the general
case of training an ELM (i.e. the case with non-square H). In our optimized
implementation as explained in Algorithm 2, we are dealing with a square matrix
on the left-hand side of the equation (line 7). Therefore, we actually use the
culaGesv and gesv functions for slightly higher performance.
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Table 1
An overview of the various functions used.

Function name Description Runs on
mldivide, \ Solve linear system (MATLAB) CPU
gesv Solve linear system (LAPACK) CPU
gels Least-square solve (LAPACK) CPU
culaGesv Solve linear system (CULA) GPU
culaGels Least-square solve (CULA) GPU
25 r
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Fig. 3. Time (s) needed to solve a linear system of 5000 variables and one target

variable, using mldivide (light-gray lines), gels (gray lines), culaGels (dashed
black line) for double precision (solid lines) and single precision (dashed lines).

20

Speedup by using GPU (folds)
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Fig. 4. Speedup achieved in solving system of 5000 variables and one target
variable, by using culaGels instead of m1divide, (light-gray lines), gels (gray
lines) for double precision (solid lines) and single precision (dashed lines).

In Fig. 3, the running times of the various functions for solving
a linear system are shown. In Fig. 4, the speedup by using
culaGels over the other algorithms can be seen (i.e. the lines
from Fig. 3, divided by the black line from Fig. 3).

From these figures, it can be seen that the precision greatly
affects the performance. Also, MATLAB’s underlying LAPACK
function gels perform much better than the commonly used
mldivide. Finally, culaGels offers the fastest performance
of all.

4.3. Parallellization across CPUs/GPUs

Looking at Fig. 2, one can see that the ELMs that are part of the
ensemble model can be prepared and trained in a completely
independent way. Therefore, running time can be optimized by
dividing the preparation of all models across multiple CPU cores,
and multiple GPUs.

This is achieved using MATLAB’s parallel computing toolbox
[28], which allows to create a pool of so-called MATLAB workers.

Each of the workers runs its own thread for executing the
program, and gets its own dedicated GPU assigned to it, which
is used to accelerate the training and model structure selection
that has to be performed for each model. As an example, consider
the case of an ensemble of 100 ELMs, and four workers. In this
case, each of the workers builds 25 ELMs.

Although in this paper, the parallelized ensemble model was
not executed across multiple computers, the current code could
be executed on multiple computers by using the MATLAB dis-
tributed computing toolbox.

5. Experiments and results

Experiments are performed on two relatively large regression
data sets. The first one is the full Santa Fe Laser data set [19] for
which the regression problem is based on a time series. The
second data set is the ESTSP’08 competition data set number 3
[19] which is also a regression problem based on a time series
computationally more challenging due to the size of the regressor
used [20,21]. Sizes of the data sets are given in Table 2: 85% of the
data is used for training, and the remaining 15% for test.

The ensemble model built in the experiments consists of 100
ELMs. In order to increase diversity between the ELMs, we
randomly select which input variables from the regressor it uses.
The ELMs have between 100 and 1000 neurons with sigmoid
(tanh) transfer functions, and contain a linear neuron for every
input they have,> such that they perform well on linear problems.
Furthermore, in our implementation of ELM, an output bias is
trained in addition to the output weights. Adding this feature has
minimal overhead, and cross-validation experiments show this
has no negative impact. However, it allows the ELM to adapt to
changing properties of the data on retraining like, for example, a
shift in the mean of the target data.

The ELMs are trained on 85% of the data and have their
structure selected through the earlier discussed efficient LOO
cross-validation on the training set.

Once the ELMs have been build, the ensemble weights are
computed based on the LOO output of the ELMs on the training
set. Finally, the ensemble is tested on the test set. See Table 3 for a
summary of the parameters.

The used hardware consists of a desktop computer with Intel
Core i7 920 CPU and NVidia GTX295 GPUs.

The experiments have been repeated several times for both data
sets. Table 4 gives the total running times of the ensemble for the
various functions used to build the ELMs (see Table 1 for a description
of the functions). The functions are both evaluated in single precision
and double precision (indicated by subscript sp and dp respectively).

Table 4 and Fig. 5 also show how the running time scales with
the number of MATLAB workers.

The ensembles are also evaluated by their normalized mean
square error (NMSE), where NMSE is defined as

MSE 1/MZ?/1=1(V:‘—371')2
varY) var(Y) ’

NMSE = (7)
where M is the number of samples. Table 5 gives the NMSE of the
ensembles on the test set.

Fig. 6 shows how the number of ELMs in the ensemble affects
the NMSE of the ensemble. It can be seen that the more models
are added to the ensemble, the lower the NMSE of the ensemble
becomes.

5 The neurons in the hidden layer are ordered such that the linear ones come
first. Therefore, the linear neurons are always selected by the model structure
selection procedure.
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6. Discussion

The experiments show a 3.3 times speedup over the typical
double precision implementation of an ensemble of ELMs, by
using the GPU to speed up the slowest part of the algorithm, and
parallelizing across multiple CPU cores and GPUs (i.e. t(m1divgp)/
t(culaGesvyp)).

Table 2

Sizes of the used data sets. First column gives original total size of the data, while
the other columns only mention the number of samples used in each type of set
(training, test).

Total size Training Test
(samples x variables)
Santa Fe 10081 x 12 8569 1512
ESTSP'08 31446 x 168 26729 4717
Table 3
Parameters used in the experiments.
Parameter Santa Fe ESTSP’08
Regressor size 12 168
# Randomly selected variables 2-12 2-168

#Hidden neurons
Crit. for model struct. selection

100:100:1000
LOO error on training set

Trained on Random 85% of the data
Tested Remaining 15% of the data

Ensemble weights

Based on LOO output of ELMs

2435

Even if the parallelized GPU implementation is compared with
the fastest parallelized CPU implementation, still a significant
speedup is observed.

An unexpected result is the fact that the gesv functions have
approximately the same running time as the m1divide functions,
contrary to the observations in the earlier benchmarks in Section
4.2. We expect this to be the case, because the functions are
applied in a different situation (i.e. in the case with multiple
columns on the right-hand side). However, the result of the GPU
variants of the functions being faster than the CPU variants of the
functions always holds.

Another unexpected result was the fact that running a job in
the MATLAB parallel toolbox with 1 worker (i.e. not parallelized),
is much slower than running the job without the Parallel Toolbox.
It turns out this is due to the fact that every worker limits its
execution to a single thread. Therefore, the code running within
that worker runs on a single core, and no speedups are achieved
by MATLAB’s multi-threaded LAPACK (which normally uses
multiple cores). Therefore, one has to take care to load the
machine with enough workers, such that all CPU cores can be
effectively used.

Table 5
Results for both data sets: normalized mean square test error and standard
deviation (in parenthesis).

Santa Fe ESTSP’08

NMSE (std.) 1.87e—3 (4.61e—4) 1.55¢—2 (6.57e—4)

Table 4

Results for both data sets: running times (in seconds) for running the entire ensemble in parallel on N workers, using the various functions in single precision (sp) and

double precision (dp).

N t (mldivgp) (S) t (gesvap) (s) t (mldivgp) (S) t (gesvsp) (S) t (culaGesvygp) (s)
Santa Fe 0 674.0 672.3 515.8 418.4 401.0
1 1781.6 1782.4 1089.3 1088.8 702.9
2 917.5 911.5 567.5 554.7 365.3
3 636.1 639.0 392.2 389.3 258.7
4 495.7 495.7 337.3 304.0 207.8
ESTSP 0 2145.8 2127.6 1425.8 1414.3 1304.6
1 5636.9 5648.9 3488.6 3479.8 2299.8
2 2917.3 2929.6 1801.9 1806.4 1189.2
3 2069.4 2065.4 1255.9 1248.6 8419
4 1590.7 1596.8 961.7 961.5 639.8
a b
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Fig. 5. Running times (in seconds) for running the entire ensemble in parallel on (a) Santa Fe and (b) ESTSP'08, for varying numbers of workers, using m1divide (light-gray
lines), gesv (gray lines), culaGesv (black line) for double precision (solid lines) and single precision (dashed lines).
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Fig. 6. NMSE of an ensemble model with varying number of models on (a) Santa Fe and (b) ESTSP'08.

Finally, Fig. 6 clearly shows how the number of ELMs in the
ensemble affects the NMSE of the ensemble, and it can be seen
that the more models are added to the ensemble, the lower the
NMSE of the ensemble generally becomes.

Although results on the errors of the individual models
compared with the errors of the ensemble model are not exten-
sively reported here, it is important to mention that the test error
achieved by the ensemble model is almost always lower than the
test error of the best model in that ensemble, which provides a
convincing argument for using an ensemble model.

7. Conclusion and future work

Results of the experiments show competitive performance on
the regression task, and validate our approach of using a GPU-
accelerated and parallelized ensemble model of multiple ELMs:
by adding more ELM models to the ensemble, the accuracy of the
model can be improved; model training and structure selection of
the individual ELM models can be effectively accelerated; and due
to the modularity of the ensemble model, the process of building
all models can effectively be parallelized across multiple GPUs
and CPU-cores. Furthermore, the proposed approach is not lim-
ited to a specific type of ELM and can be employed for a large
variety of ELMs.

Finally, in the future we would like to investigate the effect of
running the ELM entirely on GPU, as well as explore the use of
other types of ELMs, as well as other models such as reservoir
computing methods [29], in the ensemble model.
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