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Preface

The Centre in Computational Inference Research (COIN, laskennallisen päättelyn
tutkimusyksikkö) was nominated as one of the national Centres of Excellence (CoE) by
the Academy of Finland for the period 2012 - 2017. It is financed by the Academy, Aalto
University, University of Helsinki, and Nokia Co.

The present Biennial Report covers the activities of COIN during its first two years
2012 and 2013. It concentrates on the research projects, but also lists the degrees and
awards given to the staff, as well as the activities and international mobility of the CoE.

COIN is operating within three departments: The Department of Information and
Computer Science (ICS), belonging to the School of Science of Aalto University, and the
Departments of Computer Science (CS) and Mathematics and Statistics (MS), belonging
to the University of Helsinki (UH). Aalto Distinguished Professor Erkki Oja is the director
of COIN, and Professor Samuel Kaski is the vice-director, with Professors Ilkka Niemelä,
Erik Aurell (jointly between Aalto and the Royal Institute of Technology in Stockholm,
Sweden), Petri Myllymäki and Jukka Corander, as well as senior researcher Jorma Laak-
sonen, leading the CoE teams. In addition, 49 post-doctoral researchers, ca. 55 full-time
graduate students, and a number of undergraduate students were working in the COIN
projects.

To briefly list the main numerical outputs of COIN during the period 2012 - 2013, the
Centre produced 11 D.Sc. (Tech.) or PhD degrees and 40 M.Sc. degrees. The number
of scientific publications appearing during the period was 232, of which 78 were journal
papers.

A large number of talks, some of them plenary and invited, were given by our staff in
the major conferences in our research field. We had several foreign visitors participating
in our research, and our own researchers made visits to universities and research institutes
abroad. In addition to the finances provided by the Academy of Finland, Aalto University,
the University of Helsinki, and Nokia Corporation, COIN researchers managed to obtain
a fairly large number of external projects. Many of these are going on still in 2014. The
research staff were active in international organizations, editorial boards of journals, and
conference committees, including the conferences and workshops “Statistical Mechanics of
Unsatisfiability and Glasses, Mariehamn, 2012”, “6th Int. Workshop on Stemmatology,
Helsinki, 2012”, “13th Scandinavian Symposium and Workshops on Algorithm Theory
(SWAT), Helsinki, 2012”, “3rd Permafrost Workshop on Modeling Bacterial and Viral
Evolution, Cepina, 2012”, “5th Workshop on Information Theoretic Methods in Science
and Engineering (WITMSE), Amsterdam, 2012”, “4th Permafrost Workshop on Modeling
Bacterial and Viral Evolution, Cepina, 2013”, “6th Workshop on Information Theoretic
Methods in Science and Engineering (WITMSE), Tokyo, 2013”, “18th Scandinavian Con-
ference on Image Analysis (SCIA), Espoo, 2013”, “16th Int. Conference on Theory and
Applications of Satisfiability Testing (SAT), Helsinki, 2013”, and “Statistical Mechanics of
Biological Cooperativity, Mariehamn, 2013”, which all were organized by the COIN staff
and chaired by COIN senior faculty. Also, some prices and honours, both national and
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6 Preface

international, were granted to members of our staff. All these are detailed in this report.
The first meeting of the Scientific Advisory Board of COIN, consisting of Professors

Adnan Darwiche, Dan Geiger and Roderick Murray-Smith, was held on November 1 - 2,
2012. The next meeting will be on May 8, 2014.

Erkki Oja Samuel Kaski

Distinguished Professor Professor
Director, Centre of Vice-Director, Centre of
Computational Inference Computational Inference
Research Research



Personnel

Group of professor Erkki Oja, Director of COIN, Aalto-ICS

Oja, Erkki; D.Sc. (Tech.) Aalto Distinguished Professor

Dikmen, Onur; Ph.D. Postdoctoral researcher

Ilin, Alexander; Ph.D. Postdoctoral researcher

Mozeika, Alexander; Ph.D. Postdoctoral researcher

Raiko, Tapani; D.Sc. (Tech.) Postdoctoral researcher

Yang, Zhirong; D.Sc. (Tech.) Postdoctoral researcher

Cho, KyungHyung; M.Sc. Doctoral student

Luttinen, Jaakko; M.Sc. (Tech.) Doctoral student

Group of professor Samuel Kaski, Vice-director of COIN, HIIT/Aalto-
ICS

Kaski, Samuel; D.Sc. (Tech.) Director of HIIT; professor

Honkela, Antti; D.Sc. (Tech.) Senior Researcher

Peltonen, Jaakko; D.Sc. (Tech.) Academy research fellow

Cheng, Lu; Ph.D. Postdoctoral researcher

Bunte, Kerstin; Ph.D. Postdoctoral researcher

Dutta, Ritabrata; Ph.D. Postdoctoral researcher

Eugster, Manuel; Ph.D. Postdoctoral researcher

Georgii, Elizabeth; Ph.D. Postdoctoral researcher

Gönen, Mehmet; Ph.D. Postdoctoral researcher

Klami, Arto; D.Sc. (Tech.) Postdoctoral researcher

Marttinen, Pekka; D.Sc. (Tech.) Postdoctoral researcher

Mononen, Tommi; D.Sc. (Tech.) Postdoctoral researcher

Rajala, Tuomas; D.Sc. (Tech.) Postdoctoral researcher

Zhao, Xuran; Ph.D. Postdoctoral researcher

Martinez, Ana; Ph.D. Postdoctoral researcher

Ajanki, Antti; M.Sc. (Tech.) Doctoral student

Ammad Ud Din, Muhammad; M.Sc. Doctoral student

Caldas, José; M.Sc. Doctoral student

Faisal, Ali; M.Sc. Doctoral student

Georgatzis, Konstantin; M.Sc. Doctoral student

Gillberg, Jussi; M.Sc. (Tech.) Doctoral student

7



8 Personnel

Huopaniemi, Ilkka; M.Sc. (Tech.) Doctoral student

Kandemir, Melih; M.Sc. Doctoral student

Khan, Suleiman; M.Sc. Doctoral student
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Niemelä, Ilkka; D.Sc. (Tech.) Vice-president, professor

Janhunen, Tomi; D.Sc. (Tech.) Professor (fixed term)

Junttila, Tommi; D.Sc. (Tech.) Teaching researcher

Rintanen, Jussi; D.Sc. (Tech.) Senior researcher

Gebser, Martin; Ph.D. Postdoctoral researcher

Hyvärinen, Antti; D.Sc. (Tech.) Postdoctoral researcher

Liu, Guohua; Ph.D. Postdoctoral researcher

Oikarinen, Emilia; D.Sc. (Tech.) Postdoctoral researcher

Kindermann, Roland; M.Sc. Doctoral student

Laitinen, Tero; M.Sc. (Tech.) Doctoral student

Support staff, Aalto University

Bingham, Ella Research Coordinator, Aalto

Ehrstedt, Stefan HR coordinator, Aalto

Jusslin, Anu Academic Coordinator, Aalto

Kauppila, Minna Secretary, Aalto

Koivisto, Leila Controller, Aalto

Mantere, Maarit Research Coordinator, Aalto

Pihamaa, Tarja Secretary, Aalto

Ranta, Markku Works Engineer, Aalto

Sirola, Miki Laboratory Engineer, Aalto

Support staff, University of Helsinki
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Awards and activities

Prizes and academic awards received by personnel of the unit

Professor Erkki Oja

• Appointment as Aalto Distinguished Professor (as of 1st of August 2013)

Professor Samuel Kaski

• Winner of Drug Sensitivity Prediction Challenge 2012, National Cancer Institute
NCI (USA) & DREAM, USA.

• Best paper award, ACM International Conference on Intelligent User Interfaces,
2013, USA.

Dr. Dorota G lowacka

• Best paper award for ’Directing exploratory search: Reinforcement learning from
user interactions with keyword’, co-authored by T. Ruotsalo, K. Konyushkova,
K. Athukorala, S. Kaski, and G. Jacucci, in the 18th International Conference on
Intelligent User Interfaces (IUI 2013).

Dr. Matti Järvisalo

• 13th International Conference on Principles of Knowledge Representation and Rea-
soning, Distinguished Student Paper Prize for the paper ”Complexity-Sensitive De-
cision Procedures” co-authored with Wolfgang Dvorak, Johannes Peter Wallner, and
Stefan Woltran. Rome, Italy, 2012.

Dr. Arto Klami

• Dissertation Award of the Finnish Artificial Intelligence Society (2008-2011).

• Best paper award, Asian conference on Machine learning, 2012, Singapore.

Dr. Teemu Roos

• Best Paper Honorable Mention Award, ACM SIGCHI Conference on Human Factors
in Computing Systems, CHI-2013, 30.04.2013.

Dr. Jukka Sirén

• The Finnish society for Bioinformatics doctoral thesis award 2012.

• The Finnish Statistical Society Doctoral Thesis Award 2009-2012.

M.Sc. (Tech.) Tommi Suvitaival

• Foundation for the promotion of technological advances, Incentive grant 2012.
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Important international positions of academic service held by personnel
of the unit

Professor Erik Aurell:

• Program committee chair:
Statistical Mechanics of Unsatisfiability and Glasses, Mariehamn, May 23-26, 2012.
Statistical Mechanics of Biological Cooperativity, Mariehamn, May 22-25, 2013.

• Expert statement for filling a professorship, Beräkningsbiologi och biologisk fysik,
dnr PA 2012/122, Lund University, Sweden.

• AERES, Member of evaluation committee of CNRS/Paris-Sud laboratory, LPTMS
UMR 8626, France.

• Opponent at the doctoral dissertation of Matteo Figliuzzi, University of Rome ’La
Sapienza’, Italy, 2013.

Professor Jukka Corander:

• Organizing Committee Chair:
3rd Permafrost Workshop on modeling bacterial and viral evolution, Cepina, Italy,
2.–6.3.2012.
4th Permafrost Workshop on modeling bacterial and viral evolution, Cepina, Italy,
1.–5.2.2013.

• Member of the management committee for European Science Foundation Forward
Looks1 on personalized medicine 2011-12, representing the standing committee for
physical and engineering sciences (PEN).

• Norwegian Research Council review panel for mathematics and statistics, October
2012.

• Opponent at the doctoral defense of Carl Nettelblad, Uppsala University, Sweden,
2012.

Professor Tomi Janhunen:

• Co-organizer of SAT/SMT Summer School 2013, Espoo, Finland, 2013.

• Program Committee Member:
The 20th European Conference on Artificial Intelligence (ECAI’12) Montpellier,
France, August 27–31, 2012.
The 13th European Conference on Logics in Artificial Intelligence (JELIA’12)
Tolouse, France, September 26–28, 2012.
The 13th International Conference on Principles of Knowledge Representation and
Reasoning (KR’12) Rome, Italy, June 10–14, 2012.
The 26th Workshop on (Constraint) Logic Programming (WLP’12) Bonn, Germany,
September 24–25, 2012.
The 12th International Conference on Logic Programming and Nonmonotonic Rea-
soning Spain, 2013.
The 7th International Workshop on Modular Ontologies, Spain, 2013.

1http://www.esf.org/iPM)
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• Session Chairman:
The 12th International Conference on Logic Programming and Nonmonotonic Rea-
soning, Spain, 2013.

Professor Samuel Kaski:

• Program Committee Member:
The European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML-PKDD), Bristol, UK, 2012.
The 29th International Conference on Machine Learning (ICML), Edinburgh, UK,
2012
The European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML-PKDD), Prague, Czech Republic, 2013.
The 30th International Conference on Machine Learning (ICML), Atlanta, USA,
2013.
The Seventh International Workshop on Machine Learning in Systems Biology
(MLSB), Berlin, Germany, 2013.

• Invited talk in ICML2012 Workshop on Machine Learning in Genetics and Genomics
UK, ’Data translation in genomics with multi-view machine learning’.

• Session Chairman in ECML-PKDD 2012, UK.

• PASCAL Network of Excellence, Member of Steering Committee, UK.

• Associate Editor:
International Journal of Knowledge Discovery in Bioinformatics, Singapore.
Journal of Machine Learning Research, USA.

• Editorial Board Member, Cognitive Neurodynamics, Germany.

• Opponent at the doctoral dissertation of Trine Abrahamsen, DTU, Denmark, 2013.

Prof. Mikko Kurimo:

• Program Committee member:
Interspeech 2012, Portland OR, USA, 10–13.9.2012.
Sigmorphon 2012, Montreal Canada, 7.–6.2012.

• Session Chairman:
Interspeech 2012, Portland OR, USA, 10–13.9.2012.

• Session Chairman:
Simple4All, End of Year Meeting, 2012.
Simple4All, End of Year Meeting, Cluj-Napoca, 15.-20.10.2013.

• Editorial Board Member, ACM transactions on speech and language processing,
USA.

• Opponent at the doctoral dissertation of Burcu Can, University of York, UK, 2012.

Professor Petri Myllymäki:

• European Research Council, External referee, 2013.
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• Program Committee Co-Chair:
The Sixth International Workshop on Stemmatology, University of Helsinki, 27–30
June 2012.
The Fifth Workshop on Information Theoretic Methods in Science and Engineering,
WITMSE 2012, Amsterdam, the Netherlands, 27.–30.8.2012.
The Sixth Workshop on Information Theoretic Methods in Science and Engineering,
WITMSE 2013, Tokyo, Japan, 26.–29.08.2013.

• Senior Program Committee member:
International Joint Conference on Artificial Intelligence (IJCAI-2013), 2013.
The 28th Conference on Uncertainty in Artificial Intelligence (UAI-2012), 2012.
The 29th Conference on Uncertainty in Artificial Intelligence (UAI-2013), 2013.

• Program Committee Member:
The Sixth International Workshop on Stemmatology, University of Helsinki, 27–30
June 2012.
The Sixth European Workshop on Probabilistic Graphical Models (PGM-2012), 19-
21 September 2012, Granada, Spain.

• Invited talk at the Industry Track of the ECML/PKDD-2012 conference, ’Somebody
Needs Your Algorithm - Cloud’N’Sci.fi’, Bristol, UK, 27.9.2012.

• Guest Editor of International Journal of Approximate Reasoning, Special Issue on
Selected Papers from PGM-2010, 2012.

• Assesment for a professorship, University of Electro-Communications, Japan, 2013.

• Opponent at the doctoral defense of Juan Diego Rodriguez, University of the Basque
Contry, 2013.

Professor Ilkka Niemelä:

• European Science Foundation, Steering Committee Member of the ESF Research
Networking Program on Games for Design and Verification, France.

• European Science Foundation, Member of the Management Committee of Action
IC0901: Rich-Model Toolkit - An Infrastructure for Reliable Computer Systems,
France.

• Associate Editor, Theory and Practice of Logic Programming, UK.

Professor Erkki Oja:

• International Neural Network Society, INNS, College of Fellows -steering committee
member, USA.

• IEEE Computational Intelligence Society, Fellowship Committee: chairman; Awards
Committee: member, USA.

• European Commission, FET Flagship - programme External Advisory Group: mem-
ber, Belgium.

• European Commission, FET Flagship ERANET - program evaluator, Belgium.

• Euroopan Commission, ERC Starting Grant - evaluation panel member, field of
computer science, Belgium.
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• European Commission, FET Open-project Brain-i-Nets EU-evaluator, Belgium.

• Halmstad Universitet, Research evaluation panel member, Sweden.

• Danmarks Tekniske Universitet, DTU Compute research evaluation panel chairman,
Denmark.

• Elected Member of the Academia Europaea.

• Chairman of the Program Committee: 18th Scandinavian Conference on Image Anal-
ysis (SCIA), June 17-20, 2013, Espoo.

• Editorial Board Member:
Natural Computing - An International Journal, the Netherlands
Neural Computation, USA.
International Journal of Pattern Recognition and Artificial Intelligence, Singapore.

Doc. Tommi Junttila:

• Program Committee Member:
JELIA 2012 - 13th European Conference on Logics in Artificial Intelligence.
SAT 2013 - 16th International Conference on Theory and Applications of Satisfia-
bility Testing.
10th International Workshop on the Implementation of Logics, 2013.

• Member of the PhD jury of Maximilien Colange, l’Université Pierre & Marie Curie,
Paris, 2013.

Dr. Matti Järvisalo:

• Co-organizer of SAT-SMT Summer School 2013, Espoo, Finland, 2013.

• Program Committee Co-Chair: The Sixth International Workshop on Stemmatol-
ogy, 27–30 June 2012, University of Helsinki.

• Chair of Local Organizing Committee & Co-Chair of the Program Committee: the
16th International Conference on Theory and Applications of Satisfiability Testing
(SAT 2013), Helsinki, Finland, 2013.

• Local Organizer of 13th Scandinavian Symposium and Workshops on Algorithm
Theory (SWAT 2012), Helsinki, Finland, 2012.

• Organizer of International SAT Competition 2013 & SAT Challenge 2012.

• Program Committee Member:
the 14th International Workshop on Non-Monotonic Reasoning, Rome, Italy, 2012.
the Sixth International Workshop on Stemmatology, 27–30 June 2012, University of
Helsinki.
he 1st Workshop on Combining Constraint Solving with Mining and Learning (Co-
CoMile 2012), Montpellier, France, 2012.
2012 European Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML-PKDD 2012), Bristol, UK, 2012.
the 26th AAAI Conference on Artificial Intelligence, Toronto, Canada, 2012.
the 3rd Workshop on Logics for Component Configuration, Budapest, Hungary,
2012.
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the 3rd Workshop on Pragmatics of SAT (PoS 2012), Trento, Italy, 2012.
the 20th RCRA International Workshop on Experimental Evaluation of Algorithms
for Solving Problems with Combinatorial Explosion (RCRA 2013), Rome, Italy.
the 23rd International Joint Conference on Artificial Intelligence (IJCAI 2013), Bei-
jing, China.
the 2nd Workshop on Combining Constraint Solving with Mining and Learning (Co-
CoMiLe 2013), Bellevue, USA.
the 9th ICLP Doctoral Consortium (ICLP-DC 2013), Turkey.

• Steering Committee Member of SAT: International Conferences on Theory and Ap-
plications of Satisfiability Testing, 2013.

• Peer review of manuscripts:
Reviewer for the 12th International Conference on Formal Methods in Computer-
Aided Design (FMCAD 2012), UK, 2012.
Reviewer for the 15th International Conference on Theory and Applications of Sat-
isfiability Testing (SAT 2012), Italy, 2012.
Reviewer for 18th International Conference on Logic for Programming, Artificial In-
telligence and Reasoning (LPAR-18 / 2012), Bolivarian Republic of Venezuela, 2012.
Reviewer for 18th International Conference on Tools and Algorithms for the Con-
struction and Analysis of Systems (TACAS 2012), 2012.
Reviewer for 28th IEEE International Conference on Data Engineering (ICDE 2012),
USA, 2012.
Reviewer for 30th Symposium on Theoretical Aspects of Computer Science (STACS
2013), Germany, 2013.
Artificial Intelligence Journal, 2012–2013.
Journal on Satisfiability, Boolean Modeling and Computation, 2012.
Journal of Experimental and Theoretical Artificial Intelligence, 2013.

Dr. Markus Koskela:

• Program Committee Member, SCIA 2013, Espoo, 17.-20.6.2013.

Doc. Jorma Laaksonen:

• Editorial Board Member, Pattern Recognition Letters, the Netherlands.

Dr. Brandon Malone

• Program Committee Member of International Joint Conference on Artificial Intelli-
gence, 2013.

• Peer review of manuscripts:
AAAI Conference, 2013.
AI Communications, 2012.
International Journal of Approximate Reasoning, 2013.
Journal of Artificial Intelligence Research, 2012.
Journal of Machine Learning Research, 2012.

Dr. Emilia Oikarinen:

• Program Committee Member:
13th International Conference on Principles of Knowledge Representation and Rea-
soning (KR 2012), Rome, Italy, June 10-14, 2012.
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5th Workshop on Answer Set Programming and Other Computing Paradigms (AS-
POCP 2012), Budapest, Hungary, September 4, 2012.
6th Workshop on Answer Set Programming and Other Computing Paradigms (AS-
POCP 2013), Istanbul, Turkey, August 25, 2013.

Doc. Kalle Palomäki:

• Program Committee Member: The 2nd ’CHiME’ Speech Separation and Recognition
Challenge, Vancouver, Canada, 1.6.2013.

Dr. Jaakko Peltonen:

• Program committee member:
CIP 2012, 3rd International Workshop on Cognitive Information Processing, Parador
de Baiona, Spain, 28.5.2012-30.5.2012.
MLSP 2012, IEEE International Workshop on Machine Learning for Signal Process-
ing, Santander, Spain, 23.9.2012-26.9.2012.
ICANN 2012, International Conference on Artificial Neural Networks, Lausanne,
Switzerland, 11.9.2012-14.9.2012.
ISNN 2012, 10th International Symposium on Neural Networks, Dalian, China,
4.7.2012-6.7.2012.
ICANN 2013, International Conference on Artificial Neural Networks, Sofia, Bul-
garia, 10-13 September, 2013.
NC2, New Challenges in Neural Computation workshop, Saarbrucken, Germany, 3
September, 2013.

• Session Chairman:
Dagstuhl seminar on Information Visualization, Visual Data Mining and Machine
Learning, Dagstuhl, Germany, 19.2.2012-24.2.2012.
ACML 2013, Fifth Asian Conference on Machine Learning, Canberra, Australia,
13-15 November, 2013.

• Editorial Board Membership, Neural Processing Letters, Germany.

Doc. Tapani Raiko:

• Invited talk, Panelist in the Deep Learning panel dicussion, International Conference
on Neural Information Processing, South Korea, 2013.

Dr. Jussi Rintanen:

• Program Committee Member:
AAAI Conference on Artificial Intelligence, 2012.
International Conference on Principles of Knowledge Representation and Reasoning,
2012.
International Conference on Theory and Applications of Satisfiability Testing, 2012.
European Conference on Logic in Artificial Intelligence JELIA, 2012.
International Conference on Automated Planning and Scheduling, Italy, 2013.
International Conference on Theory and Applications of Satisfiability Testing, 2013.

• Member of senior program committee, Australasian Joint Conference of Artificial
Intelligence, 2012.

• International Conference on Automated Planning and Scheduling, member of coun-
cil, USA.
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Dr. Teemu Roos:

• Evaluation of applications for the Austrian Science Fund, Austrian Science Fund
(FWF), 2013.

• Program Committee Co-Chair:
6th International Workshop on Stemmatology, University of Helsinki, 27.6.-
30.6.2012.
Sixth Workshop on Information Theoretic Methods in Science and Engineering
(WITMSE-2013), Tokyo, Japan, 26.-29.8.2013.

• Program Committee Member:
28th Conference on Uncertainty in Artificial Intelligence (UAI2012), USA, 15.-
17.8.2012.
European Conference on Machine Learning and Principles and Practice of Knowl-
edge Discovery in Databases, USA, 24.-28.9.2012.
29th Conference on Uncertainty in Artificial Intelligence (UAI2013), USA, 2013.
23rd International Joint Conference on Artificial Intelligence (IJCAI-13) China,
2013.

• Scientific Committee Member: Sixth Workshop on Information Theoretic Methods
in Science and Engineering (WITMSE-2013), Tokyo, Japan, 26.-29.8.2013.

• Keynote talk:
Alan Turing Centenary Reception, Brittish Embassy, Helsinki, 12.11.2012.
Phylomemetic and phylogenetic approaches in the humanities, Bern, 2012.

• Invited talk: 2012 Information Theory and Applications Workshop, San Diego

• Peer review of manuscripts:
IEEE Communication Letters, 2013.
IEEE Transactions on Information Theory, 2013.
International Journal of Approximate Reasoning, 2013.
PLOS One, 2012.

• Guest Editor of International Journal of Approximate Reasoning, Special Issue on
Selected Papers from PGM-2010, 2012.

• Opponent at doctoral defense of Thomas Toftkjaer, Aarhus University, Denmark,
2012.

Dr. Zhirong Yang:

• Program Committee Member:
IEEE/WIC/ACM International Conferences on Web Intelligence, Macau, China,
2012.
International Conference on Artificial Neural Networks, Bulgaria, 2013.
IEEE/WIC/ACM International Conference on Web Intelligence USA, 2013.
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Important domestic positions of academic service by personnel of the
unit

Professor Erik Aurell:

• Opponent at the doctoral dissertation of Hannes Wettig, University of Helsinki, 2013.

Professor Jukka Corander:

• Board member of the Finnish Doctoral Programme in Population Genetics.

• Board member of the Finnish Doctoral Programme in Stocastics and Statistics.

• Opponent at the doctoral defense of Markku Kohonen, University of Helsinki, 2013.

• Pre-examiner of a doctoral thesis
Karri Seppä, University of Oulu, 2012.
Marika Kaakinen, University of Oulu, 2012.

Professor Samuel Kaski:

• Opponent at the doctoral dissertation of Anna-Maria Lahesmaa-Korpinen, Univer-
sity of Helsinki.

Professor Mikko Kurimo:

• Opponent at the doctoral dissertation of Jani Nurminen, Tampere University of
Technology.

Professor Petri Myllymäki:

• Director of the Doctoral Programme in Computer Science (DoCS), 2013–

• Domain Expert for the 2012 Millennium Award

• Advisory Committee of the Helsinki Doctoral Training Centre of the EIT ICT Labs
Doctoral School, Board member.

• The Finnish Club in Helsinki, member 2012–

• The Finnish Academy of Technology, member 2013–

Professor Erkki Oja:

• Academy of Finland, Chairman of the Research Council for Natural Sciences and
Engineering

• Academy of Finland, Chairman of the Steering Group for evaluation of physics in
Finland

• Academy of Finland, Chairman of the Committee on national infrastructures

• Academy of Finland, Member of the Board

• Evaluating candidates for the professor’s chair at the University of Vaasa, Finland

• Opponent: University of Oulu, Yimo Guo

Dr. Markus Koskela:
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• President, Suomen Hahmontunnistuksen seura ry, Pattern Recognition Society of
Finland, 2012.

Doc. Kalle Palomäki:

• Opponent at the doctoral dissertation of Toni Mäkinen, Tampere University of Tech-
nology.

Dr. Jaakko Peltonen:

• Helsinki Graduate School on Computational Science and Engineering, Advisor and
board member.

• Opponent at the doctoral dissertation of Panu Luosto, University of Helsinki.

Doc. Tapani Raiko:

• Suomen Tekoälyseura (STeS), Finnish Artificial Intelligence Society, Board member.

Dr. Teemu Roos:

• Pre-examiner of the doctoral thesis of Tapio Manninen, Tampere University of Tech-
nology, 2013.
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Research visits abroad by personnel of the unit

• Jukka Corander: Center for Communicable Disease Dynamics, Harvard School of
Public Health, 1 month.

• Samuel Kaski: University College London, UK, 3 months.

• Mikko Kurimo: International Computer Science Institute, USA, 3 months.

• Tommi Mononen: Norwegian University of Science and Technology (NTU), 3 weeks.

• Elina Numminen: Sanger Institute, Cambridge, UK, 3 months.

• Kalle Palomäki: International Computer Science Instition, Berkeley, California,
USA, 6 months.

• Jaakko Peltonen: Universite Catholique de Louvain, Belgium, 4 weeks.

• Alberto Pessia: Sanger Institute, Cambridge, 6 months.

• Tapani Raiko: University of Toronto, Canada, 1 month.

• Teemu Roos:
Corpus Christi College, University of Cambridge, UK, 3.5 months.
Finnish Institute in Rome, Italy, 2 months.

• Tommi Suvitaival: Doctoral studies in the University of Glasgow, 3 months.

• Seppo Virtanen: International Computer Science Institution, USA, 3 months.

• Jie Xiong: Department of Statistics, University of Oxford, Oxford, UK, 5 weeks.

• Zhirong Yang:
University of Alberta, Canada, 5 months
The Chinese University of Hong Kong, 4 weeks
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Research visits by foreign researchers to the unit

• David Balding, professor, University College London, UK, 3 days. Research visit,
2012.

• Andrew Barron, professor, Yale University, USA, 1 month, 2013.

• Peter Brusilowsky, professor, University of Pittsburgh, USA, 3 months. Research
visit, 2013.

• Colin Campbell, Dr, University of Bristol, 3 days. Research visit, 2012.

• Changyou Chen, MSc, NICTA, Australia, 8 days. Research visit, 2013.

• James Cussens, University of York, UK, 1 week. Research visit, 2013

• Ioannis Dimopoulos, PhD, University of Cyprus, Cyprus, 4 days. Research visit,
2013.

• Ralf Eggeling, MSc, Martin-Luther-Universität, Germany
5.5 months. Research visit, 2012.
5 months. Research visit, 2013.

• Dhananjaya Gowda, PhD, IIIT Hyderabad, India, 12 months. Research and teach-
ing, 2013.

• Timo Koski, PhD, Kungliga tekniska h?gskolan, Sweden,
2 months. Research visit, 2012.
2 weeks. Research visit, 2013.

• Hideo Makino, professor, Niigata University, Japan, 3.5 months. Research visit,
2012-2013.

• Erik McDermott, PhD, Google, USA, 4 days. Research and teaching, 2013.

• Jose Moreno, BSc, Univ. Politécnica de Madrid, Spain, 3 months. Research and
teaching, 2013.

• Brian Roark, Oregon Health and Science Univeristy, USA, 4 days. Research and
teaching, 2013

• Simon Rogers, PhD, University of Glasgow, UK, 1 month. Visiting professor, 2012.

• Arturo Romero, BSc, Univ. Politécnica de Madrid, Spain, 3 months. Research and
teaching, 2013.

• Johan Rung, PhD, EMBL-EBI European Bioinformatics Institute, UK, 3 days. Re-
search and teaching, 2012.

• Murat Saraçlar, Boğaziçi University, Turkey, 4 days. Research and teaching, 2013

• Hannes Schulz, MSc, University of Bonn, Germany, 2 weeks. Research visit, 2012.

• Alan Smeaton, professor, Dublin City University, Ireland, 3 days. Research visit
2012.
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• Kazuho Watanabe, PhD, Nara Institute of Science and Technology, Japan,
1 month. Research visit, 2012.
2 weeks. Research visit, 2013.

• Oliver Watts, University of Edinburgh, UK, 1 day. Research and teaching, 2013.

• Patric Wira, PhD, University of Haute Alsace, France, 1 day. Research visit, 2013.

• Eric Xing, professor, Carnegie Mellon University, 3 days. Research visit, 2012.

• Lan Yueheng, PhD, Tsinghua University, China, 2 months. Teaching visit, 2012.
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Graphical models for biclustering and information retrieval
in gene expression data

José Caldas

Doctoral dissertation for the degree of Doctor of Science in Technology on the 20th of April
2012

External examiners:
Guido Sanguinetti, D.Phil.
Sampsa Hautaniemi, D. Sc. (Tech.)
Opponent:
Eric Xing, PhD

Abstract:
The cell coordinates its biological response to the environment partly via the selective syn-
thesis of thousands of unique RNA and protein molecules. Understanding the molecular
biology of the cell is thus essential to the advancement of areas such as health care, agricul-
ture, and energy production, but requires the ability to simultaneously acquire information
about thousands of molecules in a sample. Recent high-throughput measurement tech-
nologies address this concern. While being useful, they generate a high volume of data
and bring in methodological challenges, effectively shifting the bottleneck in molecular
biology research from data acquisition to data analysis. In particular, an important chal-
lenge is the genome-wide analysis of how RNA is transcribed under different conditions,
organisms, and tissues, a process known as gene expression.

When developing computational methods for biological data analysis tasks, proba-
bilistic frameworks constitute promising approaches due to their flexibility, soundness,
and ability to handle noisy data. In this thesis, the contributions are in the development
of probabilistic methods for two relevant tasks in genome-wide gene expression analysis,
namely biclustering and information retrieval.

Biclustering concerns the simultaneous grouping of objects, e.g., genes, and conditions.
The first contribution is the development of a Bayesian extension to an existing biclustering
model. The second contribution is a novel probabilistic method that allows deriving a
hierarchical organization of microarrays in a gene expression data set and at the same
time indicate the genes that characterize the hierarchy. Finally, the third contribution is a
general probabilistic biclustering framework that easily lends itself to different data types
and model assumptions.

Information retrieval in gene expression data is needed because of the increasing
amount of available data stored in public databases. Two probabilistic methods for infor-
mation retrieval are proposed. The models are used in a series of biological case studies
that show how the proposed approaches have the potential to accelerate biological re-
search by jointly analyzing data from different studies. In particular, several connections
between biological conditions found by the models either correspond to existing biologi-
cal knowledge or were used in a confirmatory follow-up study to obtain novel biological
findings.
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Visual category detection: an experimental perspective

Ville Viitaniemi

Doctoral dissertation for the degree of Doctor of Science in Technology on the 9th of May
2012

External examiners:
Dr. Gabriela Csurka, Xerox Research Centre Europe,
France
Prof. Serkan Kiranyaz, Tampere University of Technology,
Finland
Opponent:
Prof. Alan Smeaton, Dublin City University, Ireland

Abstract:
Nowadays huge volumes of digital visual data are constantly being produced and archived.
Automatically distilling useful information from such information masses requires one
to somehow answer the grand long-standing question of computer vision: how to make
computers understand images?

In this thesis the visual content analysis problem is looked at as a category detection
problem. In the category detection formulation, the general image content understanding
task is partitioned into a number of small binary decision tasks. In each of the sub-tasks,
one decides whether an image belongs to some pre-defined category. A category could be
defined, for example, to consist of images taken indoors. By defining an appropriate set of
categories, the visual content of an image can be described on a desired level of granularity
by determining the image’s membership in each one of the categories.

This thesis discusses a framework for visual category detection that consists of three
major components: feature extraction, feature-wise detection and fusion of the detection
results. The point of view in the discussion is empirical: the framework is validated by the
good levels of performance systems implementing it have demonstrated in various bench-
mark tasks of visual analysis. A body of experiments is described that compare various
technological alternatives for implementing the three major components of the framework.
In addition to comparing implementation techniques, the experiments demonstrate that
the discussed generic category detection architecture is very versatile: a set of diverse vi-
sual analysis problems can be addressed using the same visual category detection system
as a backbone component by equipping the system with a task-specific front-end.

From the experiments and discussion in the thesis, one can conclude that the cat-
egory detection formulation is a useful way of approaching the general image content
understanding problem. In category detection, performances reaching the state-of-the-art
can be realised using the presented fusion-based system architecture and implementation
technologies of the system components.
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Morph-based speech retrieval: Indexing methods and evalu-
ations of unsupervised morphological analysis

Ville Turunen

Doctoral dissertation for the degree of Doctor of Science in Technology on the 24th of
August 2012

External examiners:
Dr. Gareth J. F. Jones, Dublin City University, Ireland
Prof. Kalervo Järvelin, University of Tampere, Finland
Opponent:
Prof. Murat Salaçlar, Boğaziçi University, Turkey

Abstract:

Speech retrieval enables users to find information in collections of spoken material. Au-
tomatic speech recognition (ASR) is used to transform the spoken words into text, and
information retrieval (IR) methods are used for searching. Traditional ASR systems have
a predefined vocabulary of words, and any word that is out-of-vocabulary (OOV) can
not be recognized. Typically, rare words are excluded, which is problematic for retrieval,
because query words are often rare words such as proper names. The limited vocabulary
is especially problematic for languages such as Finnish that have a very large number of
distinct word forms.

In this thesis, morpheme-like subword units are used for speech recognition and re-
trieval. The subword units, referred to as morphs, are discovered using a data driven
method that learns morphological structure from text data. Using this approach, it is
possible to recognize any word in speech, even a word that was not in the training data,
as a sequence of morphs. A rule-based morphological analyzer could be used to find base
forms of the recognized words for indexing. However, the vocabulary of the analyzer is
also limited, and recognition errors cause further problems for the analyzer. Instead, in
this work, morphs are used as index terms as well.

In Finnish speech retrieval experiments, the morph-based approach is compared to
using word-based language models in ASR, and to using base forms in retrieval. Also,
morphs are compared for story segmentation of speech. The results show that morph-
based language models clearly outperform word-based models in retrieval performance.
As index terms, using morphs is about as efficient as using base forms, but combining the
two approaches is better than either alone, especially when there are a high proportion
of unseen words in the queries. The effect of unoptimal morph segmentations is reduced
by using alternative morph segmentations of query words and by using latent semantic
indexing.

Even if the morph deemed most likely by the ASR is incorrect, it is possible that
the correct one is among the candidates the ASR considers. Utilizing the candidates in
retrieval can improve performance. In this thesis, a representation of ASR hypotheses
called confusion network is used for extracting alternative recognition results. A rank-
based weighting of index terms is proposed, and found to outperform posterior probability
based weighting.
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This thesis also studies evaluation metrics for unsupervised morphological analysis
methods. Application evaluations such as speech retrieval are time consuming and cannot
be used during method development. Different linguistic evaluation metrics have been
proposed and are compared in this thesis by e.g. correlating the metrics to the results of
application performance.
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Multivariate multi-way modelling of multiple high-dimensional
data sources

Ilkka Huopaniemi

Doctoral dissertation for the degree of Doctor of Science in Technology on the 12th of
October 2012

External examiners:
Prof. Antti Penttinen, University of Jyväskylä
Dr. Simon Rogers, University of Glasgow, United King-
dom
Opponent:
Dr. Colin Campbell, University of Bristol, United King-
dom

Abstract:
A widely employed strategy in current biomedical research is to study samples from
patients using high-throughput measurement techniques, such as transcriptomics, pro-
teomics, and metabolomics. In contrast to the static information obtained from the DNA
sequence, these techniques deliver a ”dynamic fingerprint” describing the phenotypic sta-
tus of the patient in the form of absolute or relative concentrations of hundreds, or even
tens of thousands of molecules: mRNA, proteins, metabolites and lipids. The huge num-
ber of variables measured opens up new possibilities for biomedical research; harnessing
the information contained in such ’omics’ data requires advanced data analysis methods.

The standard setup in biomedical research is comparing case (diseased) and control
(healthy) samples and determining differentially expressed molecules that are then con-
sidered potential bio-markers for disease. In modern biomedical experiments, more com-
plicated research questions are common. For instance, diet or drug treatments, gender
and age play central roles in many case-control experiments and the measurements are
often in the form of a time-series. Due to these additional covariates, the experimental
setting becomes a multi-way experimental design, but few tools for proper data-analysis
of high-dimensional data with such a design exist. Moreover, the task of integrating mul-
tiple data sources with different variables is nowadays often encountered in two classes
of biomedical experiments: (i) Multiple omics types or samples from several tissues are
measured from each patient (paired samples), (ii) Translating biomarkers between human
studies and model organisms (no paired samples). These data integration tasks usually
additionally involve a multi-way experimental design.

In this dissertation, a novel Bayesian machine learning model for multi-way modelling
of data from such multi-way, single-source or multi-source setups is presented, covering
the majority of situations commonly encountered in statistical analysis of omics data com-
ing from current biomedical research. The problem of high dimensionality is solved by
assuming that the data can be described as highly correlated groups of variables. The
Bayesian modelling approach involves training a single, unified, interpretable model to
explain all the data. This approach can overcome the main difficulties in omics analysis:
small sample-size and high dimensionality, multicollinearity of data, and the problem of
multiple testing. This approach also enables rigorous uncertainty estimation, dimension-
ality reduction and easy interpretability of results from a complex setup involving multiple
covariates and multiple data sources.
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Learning constructions of natural language: Statistical mod-
els and evaluations

Sami Virpioja

Doctoral dissertation for the degree of Doctor of Science in Technology on the 10th of
December 2012

External examiners:
Doc. Krister Lindén, University of Helsinki, Finland
Prof. Richard Wicentowski, Swarthmore College, USA
Opponents:
Doc. Krister Lindén, University of Helsinki, Finland
Prof. Brian Roark, Oregon Health & Science University,
USA

Abstract:
The modern, statistical approach to natural language processing relies on using machine
learning techniques on the increasing amount of text and speech data in electronic format.
Typical applications for statistical methods include information retrieval, speech recog-
nition, and machine translation. Many problems encountered in the applications can be
solved without language-dependent resources, such as annotated data sets, by the means
of unsupervised learning. This thesis focuses on one such problem: the selection of lexical
units. It is the first step in processing text data, preceding, for example, the estimation
of language models or extraction of vectorial representations. While the lexical units are
often selected using simple heuristics or grammatical rule-based methods, this thesis pro-
poses the use of unsupervised and semi-supervised machine learning. Advantages of the
data-driven unit selection include greater flexibility and independence from the linguistic
resources that exist for a particular language and domain.

Statistically learned lexical units do not always fit to the categories in traditional lin-
guistic theories. In this thesis, they are called constructions according to construction
grammars, a family of usage-based, cognitive theories of grammar. For learning construc-
tions of a language, the thesis builds on Morfessor, an unsupervised statistical method for
morphological segmentation. Morfessor is successfully extended to the tasks of learning
allomorphs, semi-supervised learning of morphological segmentation, and learning phrasal
constructions of sentences. The results are competitive especially for the morphology
induction problems. The thesis also includes new techniques for using the sub-word con-
structions learned by Morfessor in statistical language modeling and machine translation.
In addition to its usefulness in the applications, Morfessor is shown to have psycholin-
guistic competence: its probability estimates have high correlations with human reaction
times in a lexical decision task.

Furthermore, direct evaluation methods for the unit selection and other learning prob-
lems are considered. Direct evaluations, such as comparing the output of the algorithm to
existing linguistic annotations, are often quicker and simpler than indirect evaluation via
the end-user applications. However, with unsupervised algorithms, the comparison to the
reference data is not always straightforward. In this thesis, direct evaluation methods are
developed for two unsupervised tasks, morphology induction and learning semantic vector
representations of documents. In both cases, the challenge is to find relationships between
the pairs of features in multidimensional data. The proposed methods are quick to use
and they can accurately predict the performance in different applications.
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Probabilistic, information-theoretic models for etymological
alignment

Hannes Wettig

Doctoral dissertation for the degree of Doctor of Philosophy on the 9th of February 2013

External examiners:
Steven de Rooij, Centrum Wiskunde & Informatica (CWI),
Amsterdam, Netherlands
Timo Honkela, Aalto University School of Science, Finland
Opponent:
Erik Aurell, Skolan för dataveteskap och kommunikation
(KTH), Sweden and Aalto University, Finland

Abstract:
This thesis starts out by reviewing Bayesian reasoning and Bayesian network models. We
present results related to discriminative learning of Bayesian network parameters. Along
the way, we explicitly identify a number of problems arising in Bayesian model class selec-
tion. This leads us to information theory and, more speci cally, the minimum description
length (MDL) principle. We look at its theoretic foundations and practical implications.
The MDL approach provides elegant solutions for the problem of model class selection
and enables us to objectively compare any set of models, regardless of their parametric
structure. Finally, we apply these methods to problems arising in computational etymol-
ogy. We develop model families for the task of sound-by-sound alignment across kindred
languages. Fed with linguistic data in the form of cognate sets, our methods provide infor-
mation about the correspondence of sounds, as well as the history and ancestral structure
of a language family. As a running example we take the family of Uralic languages.
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Towards efficient and robust automatic speech recognition:
Decoding techniques and discriminative training

Janne Pylkkönen

Doctoral dissertation for the degree of Doctor of Science in Technology on the 22nd of
March 2013.

External examiners:
Dr. Thomas Hain, University of Sheffield, UK
Doc. Tuomas Virtanen, Tampere University of Technol-
ogy, Finland

Opponent:
Dr. Erik McDermott, Google, Inc., USA

Abstract:
Automatic speech recognition has been widely studied and is already being applied in ev-
eryday use. Nevertheless, the recognition performance is still a bottleneck in many practi-
cal applications of large vocabulary continuous speech recognition. Either the recognition
speed is not sufficient, or the errors in the recognition result limit the applications. This
thesis studies two aspects of speech recognition, decoding and training of acoustic models,
to improve speech recognition performance in different conditions.

A major part of this thesis studies discriminative training of acoustic models. The em-
phasis is on the most popular algorithm for discriminative model estimation, the extended
Baum-Welch algorithm. The thesis points out theoretical connections of the algorithm to
general constrained optimization. It also proposes new control methods for the algorithm,
which are shown to improve the robustness of the acoustic models in several large vo-
cabulary speech recognition tasks. Discriminative training methods are widely applied in
the state-of-the-art speech recognizers which utilize the prevalent hidden Markov models
for acoustic modeling. Therefore the proposed methods have many immediate practical
applications.

The speech recognition system developed at the Aalto university was utilized and
significantly improved during the research of this thesis. The thesis gives an overview of
that system and describes the decoder of the system in more detail. In speech recognition
systems, the decoder combines the information from the statistical models of acoustics
and language to implement the search for the word sequence which best matches the
input speech. The thesis proposes new methods for improving the speed of this search,
without incurring losses to the recognition accuracy.
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Statistical models for inferring the structure and history of
populations from genetic data

Jukka Sirén

Doctoral dissertation for the degree of Doctor of Philosophy on the 23rd of April 2013

External examiners:
Professor Pekka Pamilo, Department of Biosciences, Uni-
versity of Helsinki, Finland
Professor Ziheng Yang, Department of Genetics, Evolution
and Environment, University College London, UK
Opponent:
Professor David Balding, UCL Genetics Institute, Univer-
sity College London, UK

Abstract:
Population genetics has enjoyed a long and rich tradition of applying mathematical, com-
putational and statistical methods. The connection between these fields has deepened
in the last few decades as advances in genotyping technology have led to an exponential
increase in the amount of genetic data allowing fundamental questions involving the na-
ture of genetic variation to be asked. The massive quantities of data have necessitated
the development of new mathematical and statistical models along with computational
techniques to provide answers to these questions.

In this work we address two problems in population genetics by constructing statistical
models and analyzing their performance with simulated and real data. The first one
concerns the identification of genetic structure in natural populations from molecular
data, which is an important aspect in many fields of applied science, including genetic
association mapping and conservation biology. We frame it as a problem of clustering
and classification and utilize background information to achieve a higher accuracy, when
the genetic data is sparse. We develop a computationally efficient method for taking
advantage of geographical sampling locations of the individuals. The method is based on
the assumption that the spatial structure of the populations correlates strongly with the
genetic structure, which has been proven reasonable for human populations.

In the assignment of individuals into known populations, we also show how improve-
ments in the efficiency of the inference can be obtained by considering all of the individuals
jointly. The result is derived in the context of classification, which is major field of study in
machine learning and statistics, making it applicable in a wide range of situations outside
population genetics.

The other problem involves the reconstruction of evolutionary processes that have
resulted in the structure present in current populations. The genetic variation between
populations is caused to large extent by genetic drift, which corresponds to random fluc-
tuations in the distribution of a genetic type due to demographic processes. Depending
on the genetic marker under study, mutation has only a minor or even negligible role, in
contrast with traditional phylogenetic methods, where mutational processes dominate as
the time scales are longer. We follow the change in the relative frequencies of different
genetic types in populations by deriving approximations to widely used models in popu-
lation genetics. The direct modeling of population level properties allows the method to
be applied data sets harboring thousands of samples, as demonstrated by the analysis of
global population structure of Streptococcus pneumoniae.
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Learning mental states from biosignals

Melih Kandemir

Doctoral dissertation for the degree of Doctor of Science in Technology on the 4th of May
2013

External examiners:
Dr. Päivi Majaranta, University of Tampere, Finland
Dr. David Roi Hardoon, SAS, Singapore
Opponent:
Dr. Cristina Conati, University of British Columbia,
Canada

Abstract:
As computing technology evolves, users perform more complex tasks with computers.
Hence, users expect from user interfaces to be more proactive than reactive. A proactive
interface should anticipate the user’s intentions and take the right action without requiring
a user command. The crucial first step for such an interface is to infer the user’s mental
state, which gives important cues about user intentions. This thesis consists of several
case studies on inferring mental states of computer users. Biosensing technology provides
a variety of hardware tools for measuring several aspects of human physiology, which is
correlated with emotions and mental processes. However, signals gathered with biosensors
are notoriously noisy. The mainstream approach to overcome this noise is either to increase
the signal precision by expensive and stationary sensors or to control the experiment setups
more heavily. Both of these solutions undermine the usability of the developed methods
in real-life user interfaces.

In this thesis, machine learning is used as an alternative strategy for handling the
biosignal noise in mental state inference. Computer users have been monitored under
loosely controlled experiment setups by cheap and inaccurate biosensors, and novel ma-
chine learning models that infer mental states such as affective state, mental workload,
relevance of a real-world object, and auditory attention are built.

The methodological contributions of the thesis are mainly on multi-view learning and
multitask learning. Multi-view learning is used for integrating signals of multiple biosen-
sors and the stimuli. Multitask learning is used for inferring multiple mental states at
once, and for exploiting the inter-subject similarities for higher prediction accuracy. A
novel multitask learning algorithm that transfers knowledge across multi-view learning
tasks is introduced. Another novelty is a Bayesian factor analyzer with a time-dependent
latent space that captures the dynamic nature of biosignals better than methods that as-
sume independent samples. The overall outcome of the thesis is that it is feasible to predict
mental states from unobtrusive biosensors with reasonable accuracy using state-of-the-art
machine learning models.
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Inference of relevance for proactive information retrieval

Antti Ajanki

Doctoral dissertation for the degree of Doctor of Science in Technology on the 27th of
September 2013

External examiners:
Prof. Markku Tukiainen (University of Eastern Finland)
Dr. Emilio Parrado-Hernandez (Univ. Carlos III de
Madrid, Spain)
Opponent:
Prof. Kari-Jouko Räihä, University of Tampere

Abstract:
Search engines have become very important as the amount of digital data has grown dra-
matically. The most common search interfaces require one to describe an information need
using a small number of search terms, but that is not feasible in all situations. Expressing
a complex query as precise search terms is often difficult. In the future, better search
engines can anticipate user’s goals and provide relevant results automatically, without the
need to specify search queries in detail.

Machine learning methods are important building blocks in constructing more intelli-
gent search engines. Methods can be trained to predict which documents are relevant for
the searcher. The prediction is based on recorded feedback or observations of how the user
interacts with the search engine and result documents. If the relevance can be estimated
reliably, interesting documents can be retrieved and displayed automatically.

This thesis studies machine learning methods for information retrieval and new kinds
of applications enabled by them. The thesis introduces relevance inference methods for
estimating query terms from eye movement patterns during reading and for combining
relevance feedback given on multiple connected data domains, such as images and their
captions. Furthermore, a novel retrieval application for accessing contextually relevant
information in the real world surroundings through augmented reality data glasses is pre-
sented, and a search interface that provides browsing cues by making potentially relevant
items more salient is introduced.

Prototype versions of the proposed methods and applications have been implemented
and tested in simulation and user studies. The tests show that these methods often help
the searcher to locate the right items faster than traditional keyword search interfaces
would.

The experimental results demonstrate that, by developing custom machine learning
methods, it is possible to infer intent from feedback and retrieve relevant material proac-
tively. In the future, applications based on similar methods have the potential to make
finding relevant information easier in many application areas.
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Abstract:
Vast amounts of molecular data are being generated every day. However, how to properly
harness the data remains often a challenge for many biologists. Firstly, due to the typical
large dimension of the molecular data, analyses can either require exhaustive amounts of
computer memory or be very time-consuming, or both. Secondly, biological problems often
have their own special features, which put demand on specially designed software to ob-
tain meaningful results from statistical analyses without imposing too much requirements
on the available computing resources. Finally, the general complexity of many biologi-
cal research questions necessitates joint use of many different methods, which requires a
considerable expertise in properly understanding the possibilities and limitations of the
analysis tools.

In the first part of this thesis, we discuss three general Bayesian classification/clustering
frameworks, which in the considered applications are targeted towards clustering of DNA
sequence data, in particular in the context of bacterial population genomics and evo-
lutionary epidemiology. Based on more generic Bayesian concepts, we have developed
several statistical tools for analyzing DNA sequence data in bacterial metagenomics and
population genomics.

In the second part of this thesis, we focus on discussing how to reconstruct bacterial
evolutionary history from a combination of whole genome sequences and a number of core
genes for which a large set of samples are available. A major problem is that for many
bacterial species horizontal gene transfer of DNA, which is often termed as recombination,
is relatively frequent and the recombined fragments within genome sequences have a ten-
dency to severely distort the phylogenetic inferences. To obtain computationally viable
solutions in practice for a majority of currently emerging genome data sets, it is necessary
to divide the problem into parts and use different approaches in combination to perform
the whole analysis. We demonstrate this strategy by application to two challenging data
sets in the context of evolutionary epidemiology and show that biologically significant con-
clusions can be drawn by shedding light into the complex patterns of relatedness among
strains of bacteria. Both studied organisms (Escherichia coli and Campylobacter jejuni)
are major pathogens of humans and understanding the mechanisms behind the evolution
of their populations is of vital importance for human health.
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Introduction

Erkki Oja, Director of COIN

The Finnish Centre of Excellence in Computational Inference Research (COIN) started in
January 2012 as a joint effort between the Department of Information and Computer Sci-
ence at Aalto University, which is acting as the coordinator, and two units at the University
of Helsinki: the Department of Computer Science and the Department of Mathematics
and Statistics.

COIN has the overall objective to forge and deliver methods and tools which can trans-
form large quantities of raw data from many kinds of sources into useful information, in
batch mode and in on-line mode. The core of the solution is large-scale data-intensive
computational modeling and inference: how to model the data to infer what is relevant in
the vast data masses.

The last decade has seen an unprecedented acceleration in the amount and richness of
data collected, stored, analyzed, and acted upon in all spheres of human activity. In
addition to text-based information, there is a rapid increase of the accessible data stored
in video, audio, or other numerical formats, which calls for efficient indexing and retrieval
techniques to exploit these potentially extremely valuable information sources. The central
aim of such work is to transform vast quantities of numbers into information which is
comprehensible to humans and can be usefully employed.

COIN addresses two main application problems. The first one is intelligent information
access through proactive user interfaces, in which a user gets seamless access to relevant
information in a real-world context. The other application field is computational molecular
biology and medicine, in which massive databases of experiments and knowledge are used
to enhance diagnosis, personalized treatment, and discovery of biological mechanisms. We
have chosen these two application fields because of our proven expertise in their core
problems, because of their strategic importance in the near future, and because of their
methodological interrelations. In each of these two fields, a Flagship project has been built
within COIN, that directs and consolidates the methodological research and facilitates
collaborations with external domain experts and enterprises.

The central research problem in both our Flagship projects is how to best access and
use relevant information buried in massive databanks and input data streams. The infor-
mation content varies, from personal images, videos and files in contextual information
retrieval scenarios to genome-wide biomedical measurements in computational biology and
medicine. Both applications need models of the data to define what is relevant: which sets,
samples, and variables. This setup brings up four Core methodological grand challenges.
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46 Introduction

The first one, in which we have a particularly strong track-record, is how to learn effective
models from massive data. The second one, motivated by the need to analyse massive set
of datasets in the flagships, is multi-source machine learning. The third challenge is how
to do the modeling when the models are very complex in the sense of being structured
by prior information and constraints. Fourth, in particular in contextual information re-
trieval it is crucially important to get access to the information instantly and all the time,
requiring on-line learning of the models and extremely rapid inference of what is relevant
in the current context.

In addition to the two flagship domains, the usability of the methodological research results
are tested in a spectrum of carefully chosen collaborative projects in other domains. The
partners are other national Centres of Excellence or equivalent top-level groups in Finland
or abroad, as well as industry.

The research is mainly theoretical, but heavy experimentation for testing the algorithms
is a central part of the work, especially in the two Flagships. The data used in the ex-
periments is obtained from various sources: from our own user experiments, from public-
domain sources, from the research and industrial collaborators of COIN, and from the
previous and ongoing scientific projects of COIN’s research groups. The data is stored
permanently and made available for COIN’s researchers from the computer systems of
the two participating universities that are equipped with enough disk capacity to hold
the required massive data sets and also serve the parts of data made public to the out-
siders. Both universities have recently-installed, massive computing clusters available for
the project: the Department of Computer Science at University of Helsinki has the third
most powerful supercomputer cluster in Finland with 1940 cores, and the Faculty of In-
formation and Natural Sciences at Aalto University has a similar cluster with 1344 cores.

Organizationally, the COIN Centre of Excellence consists of six interrelated research
groups: the two Flagships F1 and F2, and the four Core challenges C1, C2, C3, and
C4 according to Figure 1. In the matrix, ’◦’ means that the PI (row) is in charge of the
coordination of the challenge or flagship (column), while ’×’ signifies active collaboration.
Thus, coherence between the groups comes naturally from the synergy of the research
topics, fostered by active informal discussions.

Figure 1: The organization of the COIN Centre of Excellence

Each group in COIN has a wide range of national and international collaborators both in
Academia and industry. Researcher training, graduate studies, and promotion of creative
research is strongly emphasized, following the successful existing traditions.

The present Biennial Report 2012 - 2013 details the individual research projects of the six
groups during the first two years of the six-year period of COIN. Additional information in-
cluding demos etc. is available from our Web pages, www.research.ics.aalto.fi/coin/.
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48 C1: Learning models from massive data

1.1 Introduction

As noted in the research plan, automated collection of data takes nowadays routinely
place in increasingly many problem domains, and machine learning techniques have a
lot of new potential application areas. The goal of challenge area C1 is to address the
methodological problems arising in particular ”Big Data” type of settings, and develop
methods for scaling up data-driven machine learning. The ”scaling up” problem can be
understood and approached in various ways: one approach is to take standard machine
learning settings, e.g., the problem of learning the structure of graphical models, and study
how to solve the problem optimally (in a sense that is defined in the setting) as efficiently as
possible. In this setting we have combined the expertise of several COIN groups and made
good progress in applying state-of-the-art constraint reasoning techniques for solving the
stated machine learning problem (results of this research area are discussed in Section 4.4).
We have also developed methods in this setting that utilize standard heuristic search
methods that still provably produce the optimal solution (see Section 1.2).

In addition to model structure learning, two other popular machine learning tasks we have
focused on are data clustering and data visualization, and we summarize our progress in
these areas in Sections 1.3 and 1.4, respectively. In both settings, most our approaches are
based on approximations that lead to theoretically justifiable, yet computationally efficient
methods that extend the scope of domains where this type of methods can be used. On
the other hand, we have also considered both in the clustering and in the visualization case
exact methods, based on constraint reasoning techniques, that lead to provably optional
solutions. The approaches in these cases are based on conceptually similar ideas as the
constraint satisfaction techniques of Section 4.4, developed for graphical model structure
learning.

Another issue raised in the research plan is that in many new problem domains no prior
information about the modeled phenomena can be found, in which case one has to resort to
non-informative, purely data-driven machine learning methods that can construct models
based on observational data alone. Section 1.5 briefly describes some of our new results in
this area. Most of the approaches are based on approximations of theoretically optimal, but
computationally infeasible theoretical approaches, and some of the theoretical frameworks
developed are sequential/incremental in nature, which enables methods that can handle
streaming data and scale machine learning up in this sense.

Another viewpoint in scaling up machine learning is to take into account the specific needs
of certain important application areas, and here we should of course primarily consider
our Flagship Areas F1 and F2. The machine learning tasks discussed above — structure
learning, clustering, visualization — are already all well motivated by the needs of these
Flagship Areas, but in Section 1.6 we take a more specific view and summarize our progress
in methodological modeling work that targets the specific needs of Flagship Area F1: the
data in this context is typically massive in nature, consisting of e.g. huge volumes of media
data, and what is more, the learning settings are often dynamic in nature, meaning that
new data is not fixed but keeps streaming in, so that we need to develop online algorithms
that can process the data continuously, and traditional batch type of machine learning
methods are not directly applicable. Section 1.6 discusses briefly our methodological
solutions that have been motivated by the specific nature of data sets emerging in F1,
while later in Chapter 5 we take a broader view and a holistic approach to discuss our
progress in Flagship Area F1 as a whole.
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1.2 Speeding up learning

In the heuristic search formulation for learning Bayesian network structures, the learning
problem is cast as a graph search problem. The costs of paths correspond to scores of
networks, and the shortest path gives the globally optimal Bayesian network. In the worst
case, the size of the state space is exponential; however, a heuristic function is used to
bound the quality of paths. A search strategy, such as best-first, depth-first branch and
bound, etc., is then guided by the heuristic function to explore the space. Unpromising
regions of the space are either implicitly or explicitly pruned based on the heuristic and
search strategy.

A recent journal paper [11] collected algorithms and results from previous conference pa-
pers [12, 10] which gave the basic shortest-path formulation, heuristic functions and a
best-first search algorithm for learning optimal structures. Other studies have investi-
gated efficient algorithms for depth-first search [6], parallel search [5] and anytime, best-
first variants with bounded optimality guarantees [7]. In particular, the anytime, best-first
algorithms are often able to find optimal solutions very quickly (within a few seconds) and
spend the rest of the time proving optimality. In ongoing research, we have further in-
creased the scalability of learning by constructing much tighter heuristics [3] and exploiting
implicit information in the learning problem input [2] .

In addition to improving the heuristic search solver for learning Bayesian networks, we have
also developed machine learning techniques to predict the running time of several solvers
(namely, heuristic search and integer linear programming [4]) on a particular learning
problem instance [1]. The best solver for the given instance is then used. Empirical
results have shown that the solver performances are often orthogonal, so selecting the best
algorithm on a per-instance basis leads to large performance gains compared to using only a
single solver on all instances. We have also applied similar techniques for selecting dynamic
loop scheduling algorithms in large, heterogeneous computing environments [8, 9]. Similar
performance improvements were observed. At the same time we are also exploring more
conventional ways to parallelize our machine algorithms, either in a computing cluster or
a GPU processor (see also Section 1.6).
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1.3 Clustering

In data-driven machine learning, there are basically two kinds of tasks: supervised and
unsupervised learning. The central approach in unsupervised learning is cluster analysis:
to divide the available data into clusters, such that the data items within a given cluster
are similar and those between the different clusters are dissimilar. Cluster analysis is
basically a combinatorial optimization problem: each of the data items must be placed
in exactly one of the clusters. In [1] we presented for certain type of clustering problems
a MaxSAT-based algorithm that provably leads to the global optimum. To simplify the
computations further, various relaxation techniques have been proposed. The technique
of Nonnegative Matrix Factorization (NMF) has earlier proven to be an effective method
for finding part-based representation of data, i.e. grouping features [2]. However, with the
data matrix rotated, the grouping can be done on the data samples, i.e. giving answers
for cluster analysis. NMF relaxes the hard-clustering problem which is often NP-hard.

Recently we have presented two types of clustering methods based on nonnegative matrix
decomposition. First, we have proposed the Quadratic Nonnegative Matrix Factorization
(QNMF) [6], where some of the factorizing matrices can appear twice in the approximation.
An example is to approximately factorize the similarity matrix S into the product two
low-rank nonnegative matrices: S ≈ WW T , where W indicates the cluster assignments.
Conventionally the approximation is measured by Least Square Error (LSE). However, we
have shown that LSE is not suitable for the original similarity matrix S and we should
replace S with its smoothed version, e.g. by graph random walk [4] (see Figure 1.1). Our
new method, called NMFR, has significantly improved the state-of-the-art in terms of
cluster purity, especially for large datasets that situate in curved manifolds.

Second, we have proposed a matrix decomposition beyond factorization which is based on
the Data-Cluster-Data random walk (DCD) [5]. The DCD learning objective fulfills the
following requirements: (1) approximation error measure that takes into account sparse
similarities, (2) decomposition form of the approximating matrix, where the decomposing
matrices should contain just enough parameters for clustering but not more, and (3)
normalization of the approximating matrix, which ensures relatively balanced clusters
and equal contribution of each data sample. We have empirically shown that DCD can
achieve excellent cluster purity given suitable initializations [5]. We have also studied a
generalized divergence family for clustering tasks [8].

The new clustering objectives demand appropriate optimization algorithms. We have pre-
sented a unified development method for a wide variety of QNMF problems [6]. For NMD
with the stochasticity constraint, we have proposed two ways for developing multiplica-
tive update rules, by reparameterization and by Lagrangian relaxation [10]. Moreover, we
have also improved the efficiency [9] and scalability [7] of the multiplicative optimization
algorithms.

Another important problem in NMD is to determine the approximation error measure,
i.e. to select the best divergence in a parameterized family. We have presented pioneering
work in this direction, by using approximative Tweedie distribution and score matching
[3].
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Figure 1.1: Illustration of clustering the SEMEION handwritten digit dataset by NMF
based on LSE [4]: (a) the symmetrized 5-NN graph, (b) the correct clusters to be found,
(c) the ideally assumed data that suits the least square error, (d) the smoothed input by
using graph random walk. The matrix entries are visualized as image pixels. Darker pixels
represent higher similarities. For clarity we show only the subset of digits “2” and “3”. In
this paper we show that because (d) is “closer” to (c) than (a), it is easier to find correct
clusters using (d)≈(b) instead of (a)≈(b) by NMF with LSE.
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1.4 Data visualization

Visualization is a key part of data analysis especially in the first stages when strong
hypotheses and models are not yet available. In visualization, we develop modeling-driven
methods for looking at the data. We have focused in particular on our recent method
NeRV [6] which formalizes data visualization as retrieval of relevant data points from a
display, but most results are more general. We have developed methods for scaling up the
visualizations to larger data sets [3, 4, 7], to more accurate visualizations [1], to principled
combinations of linear dimensionality reduction and linear supervised learning [2], and to
meta-visualization [5].

Neighbor embedding (NE) methods have found their use in data visualization but are
limited in big data analysis tasks due to their quadratic complexity with respect to the
number of data samples n. We have pursued three approaches towards fast visualization
of large data sets. Firstly, in [3] we introduced an efficient learning algorithm where re-
lationships between data are approximated through mixture modeling, yielding efficient
computation with near-linear computational complexity with respect to the number of
data. Secondly, in [4] we introduced a multiplicative update rule that converges much
faster than the original additive gradient based optimization algorithm while yielding
equally good results. Thirdly, in [7], we demonstrated that the obvious approach of sub-
sampling produces inferior results, and proposed a generic approximated optimization
technique that reduces the NE optimization cost to O(n log n). The technique is based on
realizing that in visualization the embedding space is necessarily very low-dimensional (2D
or 3D), and hence efficient approximations developed for n-body force calculations can be
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A. Shuttle B. MNIST C. Covertype D. TIMIT
58K, 3.2 hours 70K, 5.4 hours 581K, 46 hours 1.3M, 33 hours

Figure 1.2: Visualization of large-scale datasets made feasible with the new approximations
in [7]. A. UCI Shuttle using a new fast implementation of the SNE (Stochastic Neighbor
Embedding) visualization method and spectral direction (SD) optimization; B. MNIST
using the NeRV method and SD; C. UCI Covertype using SNE and SD; and D. TIMIT
using the SNE method and momentum. Titles of subfigures show the dataset name,
dataset size, and the learning time.

applied. In gradient-based NE algorithms the gradient for an individual point decomposes
into “forces” exerted by the other points. The contributions of close-by points need to be
computed individually but far-away points can be approximated by their “center of mass”,
rapidly computable by applying a recursive decomposition of the visualization space into
quadrants. The new algorithm brings a significant speed-up for medium-size data, and
brings big data within reach of visualization.

Current neighbor embedding methods need complicated nonlinear optimization ap-
proaches that reach only local optima of their cost functions, and thus may not yield
as good visualizations as would have been possible. In an ongoing yet-unpublished work
[1], we present a novel approach to low-dimensional neighbor embedding for visualization,
based on formulating an information retrieval based neighborhood preservation cost func-
tion as Maximum satisfiability on a discretized output display. The method has a rigorous
interpretation as optimal visualization based on the cost function. Unlike previous low-
dimensional neighbor embedding methods, our formulation is guaranteed to yield globally
optimal visualizations, and does so reasonably fast. Unlike previous manifold learning
methods yielding global optima of their cost functions, our cost function and method
are designed for low-dimensional visualization where evaluation and minimization of vi-
sualization errors are crucial. Our method performs well in experiments, yielding clean
embeddings of datasets where a state-of-the-art comparison method yields poor arrange-
ments. In a real-world case study for semi-supervised WLAN signal mapping in buildings
we outperform state-of-the-art methods, as shown in Figure 1.3.

The methods discussed above have been unsupervised. In supervised tasks dimensionality
reduction has commonly been used as a preprocessing step before training a supervised
learner; however, coupled training of dimensionality reduction and supervised learning
steps may improve the prediction performance. In [2], we introduce a simple novel Bayesian
supervised dimensionality reduction method that combines linear dimensionality reduction
and linear supervised multiclass classification in a principled way. Classification experi-
ments on three benchmark data sets show that the new model significantly outperforms
seven baseline linear dimensionality reduction algorithms on very low dimensions in terms
of generalization performance on test data. The proposed model also obtains the best
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Figure 1.3: Visualizations of WLAN radio mapping, where the goal is to map (”visualize”)
radio signal vectors (RSSI) on a 2D plane. Most popular WLAN positioning solutions to-
day perform this mapping task in a time-consuming manual fashion. We compare two
methods that can use easy-to-collect pure radio signal data without manual data cali-
bration: a recent automated manifold learning approach, 2-stage Isomap (A), and our
proposed maximum satisfiability based neighborhood preserving visualization, MaxSAT
on a 16 × 64 grid (B). Dots represent the 200 fingerprint vectors to be mapped (RSSI
vectors whose true positions are unknown during training and testing), blue triangles
represent the 38 given key point positions (RSSI vectors whose true positions are known
during training), pink squares represent the 66 mapped test points. Similar RSSI vectors
are colored similarly. Red stars are the recorded geographical positions of the test points;
lines connect the mapped and recorded positions. Our method outperforms Isomap since
our method maps the test points closer to their true locations.

results on an image recognition task in terms of classification and retrieval performances.

Lastly, in visual data exploration with scatter plots, no single plot is sufficient to ana-
lyze complicated high-dimensional data sets. In [5] we point out that given numerous
visualizations created with different features or methods, meta-visualization is needed to
analyze the visualizations together. We solve how to arrange numerous visualizations onto
a meta-visualization display, so that their similarities and differences can be analyzed. We
introduce a machine learning approach to optimize the meta-visualization, based on an in-
formation retrieval perspective: two visualizations are similar if the analyst would retrieve
similar neighborhoods between data samples from either visualization. Based on the ap-
proach, we introduce a nonlinear embedding method for meta-visualization: it optimizes
locations of visualizations on a display, so that visualizations giving similar information
about data are close to each other.
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1.5 Data-driven machine learning

Bayesian techniques have become extremely popular in many areas owing in part to their
ability to flexibly combine different sources of information, including prior knowledge.
However, in some situations no reliable prior knowledge is available in a form that is
amenable to efficient computation. In such cases a Bayesian procedure may be sensitive
to arbitrary choice of priors, potentially leading to unsatisfactory outcomes. Therefore,
it is of great utility to develop data-driven or priorless techniques that are robust in the
sense that they can achieve nearly as good performance as the best available strategy with
hind-sight (knowing the outcome in advance). The Minimum Description Lengh (MDL)
principle is a powerful approach for developing such techniques. Modern MDL is based on
the so called normalized maximum likelihood (NML) distribution, which involves no prior
distributions. The theory of modern MDL is still going through major transformations,
as summarized in the recent monograph [4].

The exact computation of NML is feasible only in a handful of models, and approximations
are required in most situations. The important multinomial case is one of the few cases
where an exact NML solution is available. In two papers [2, 3], we have shown that various
histogram-like models can be reduced to the multinomial and other simpler cases

so that efficient exact solutions are applicable. Similar reductions to the multinomial
case were shown to lead to approximative model selection criteria in [1]. These criteria
demonstrate the robustness of the MDL-based criteria: in the experiments, they outper-
formed their Bayesian counterparts even when the parameters of the Bayesian methods
were tuned for the best possible performance. Similar observations were made in an em-
pirical evaluation of Bayesian network learning learning functions [8]. Yet another angle to
the multinomial case is provided by studying nearly optimal approximations that, unlike
to exactly optimal NML distribution, do not require that the total sample size is known
in advance. In [5], we characterize the achievability of asymptotic minimax optimality
without sample size dependence. Such considerations are important from the point of
view of online learning and streaming data where predictions are needed before the length
of the sequence is known.

On the other hand in [7], we construct Bayes-like mixture codes where the prior is auto-
matically optimized so as to match the NML distribution exactly. Once such an ’NML
prior’ is constructed, conditional and marginal distributions required for prediction can be
obtained in linear time compared to the earlier exponential-time algorithms. Moreover,
a Bayes-like representation of NML provides an interesting contrast between MDL and
Bayesian methods in certain cases where the NML prior involves negative weights.

Approximations should always be used with care. Even when the approximation error is
guaranteed to asymptotically vanish, it may have practically devastating consequences.
This was demonstrated to be the case concerning certain refined versions of the Bayesian
information criterion (BIC), which completely break down for Markov chain models of
moderate to high complexity [6]. Further study will extend these results to other prac-
tically relevant model classes and aim at providing approximations that are more safe to
use.
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Figure 1.4: Discrete prior distributions for the Bernoulli model with sequence length
n = 20 (top) and n = 40 (bottom) with K = 21 and K = 41 support points, respectively.
Under these priors, the resulting mixture model agrees with the normalized maximum
likelihood (NML) distribution. For uniformly spaced support points (left), the prior in-
cludes some negative weights whereas using a theoretically justified non-uniform spacing
leads to all-positive weights. Image source: [7].
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1.6 Models for Intelligent Information Access

As discussed in the Introduction, the Flagship Area F1 poses several difficult problems
from the modeling point of view. First of all, the data is typically big, and in particular
digital audiovisual data represent the most rapidly increasing form of digital data today.
Media data are created with mobile phones and often stored in huge cloud-based image
services and social networks. Other sources of audiovisual data include streaming media
such as broadcast radio and television programs. In Finland, the major national players
in media archiving are the Finnish Broadcasting Company YLE and the National Audio-
visual Institute KAVI. For example, YLE has notable historic media archives containing
1,000,000 still images, 200,000 hours of audio and 200,000 hours of video. Collaboration
with both YLE and KAVI has been active in COIN’s research projects.

Many emerging application areas in video and image processing require large-scale visual
concept detection. Visual concept detection facilitates high-level querying of audiovisual
data by organizing the database in terms of mid-level concepts such as objects, persons,
locations or events. Current state-of-the-art automatic concept detectors rely on bag-of-
visual-words histograms of local features and computationally heavy kernel-based classi-
fiers such as non-linear SVMs. There are, however, many scenarios today that require
extremely fast classification, preferably real-time or better for a typically large number
(hundreds or thousands) of concepts.

Fast linear classifiers have been shown to achieve competitive performance on very high-
dimensional problems such as in document classification. However, they cannot typically
match the performance of non-linear SVMs in vision problems, in which the dimension-
alities are not as high (typically in the thousands). One approach to improve accuracy
of linear classifiers is to use linear approximations for additive non-linear kernels, such
as intersection or χ2, as the approximations provide results very similar to the original
non-linear kernels, but require only a fraction of the detection time. We have studied
speeding up visual concept detection while preserving the classification accuracy [3, 4]
and applied the technique in large-scale evaluations [5, 6]. Our results show that it is
possible to reach the performance of non-linear additive kernels on large video databases
with computational requirements on the level of linear classifiers using either homogeneous
kernel maps [7] or the power mean SVM [8].

Another modeling challenge with the information retrieval systems is that they often uti-
lize various kinds of metadata, such as captions and tags, but it is not always possible
to tag new documents or images in a new dataset quickly and efficiently enough to meet
the requirements of an information retrieval system. To address these issues, in recent
years there have been many attempts to incorporate the user feedback into a search ses-
sion directly, in an online manner. However, systems of this kind often face usability
issues: in order to incorporate the user feedback, the system needs to perform complex
optimizations which typically take a long time to execute. Thus, the resulting system is
either unrealistically slow, not allowing real-time feedback, or it is limited to be functional
only with a small amount of data. We approach the problem by developing fast on-line
learning techniques [1] that can scale up to realistic data sizes while maintaining fast re-
sponse times. We are currently also studying how to utilize parallelization in this context,
and are developing a fast implementation of a number of Gaussian Process algorithms
on CUDA GPUs, and are also considering other parallelization techniques used earlier in
other contexts [2].
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2.1 Introduction

Big data is not only big amounts of homogeneous data, but also massive collections of
heterogenenous data sources, or in practice data sets. As the size of the collection of
data sets grows, finding and analysing the relationships between the sets becomes more
and more important. We have developed methods for multi-view learning, where the
observations are shared across the data sets even though the variables are different, and
generalizations where some of the observations or variables are shared. A new line of work
is data set search, to find sets useful when analysing a new set.

2.2 Unsupervised multi-view learning

A central application for unsupervised multi-view settings is data integration or fusion.
Given co-occurring observations from multiple data sources, the task is to provide a latent
representation that combines joint variation (statistical dependencies) between the views.
In this section, we present new Bayesian latent variable models and inference methods for
learning dependencies between the views, and apply developed models to solving problems
in bioinformatics, neuroinformatics and intelligent information access.

Canonical correlation analysis (CCA) is a classical method for seeking dependencies be-
tween two data sources. Bayesian models and inference methods provide a solid framework
for building hierarchical extensions of CCA [17] and for coping with uncertainty, especially
with large dimensionalities and small sample sizes. We have introduced a new Bayesian so-
lution for the CCA problem [17] that is more robust and efficient than earlier approaches.
In particular, the new model advances the state of the art enabling applications that were
previously not possible to solve.

Factor analysis is a traditional technique for capturing dependencies between multiple
univariate variables. We extend this formulation to groups of variables (that is, views),
presenting a novel problem formulation called group factor analysis (GFA) [28]. The task
GFA solves is to find factors that capture dependencies between any subset of the views.
This task generalizes Bayesian CCA for more than two views in a flexible way. We have
introduced an efficient Bayesian inference method for GFA.

GFA assumes views with co-occurring observations. However, in many applications feature
spaces also co-occur and each view can be represented as a tensor. We recently extend
the problem formulation of GFA to multi-way tensors [13].

Applications in neuroinformatics. A very attractive application area for unsuper-
vised multi-view learning is neuroinformatics. The developed models and inference meth-
ods, described above, are particularly relevant for coping with extremely noisy data. In
[18], we succeeded in decoding natural speech that the subjects heard in an MEG scan-
ner. Usually decoding is done with simplified stimuli. In [23], we inferred the roles of
two subjects in a novel brain imaging experiment—one where brain measurements for
two subjects, interacting with Skype, were recorded at the same time. We also proposed
a method for automatically selecting the most relevant voxels in fMRI data [20]. The
proposed method helps in improving the weak signal to noise ratio of fMRI experiments.
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Applications for intelligent information access. In [10], we inferred user’s auditory
attention from multiple bio-sensors, including EEG, using Bayesian extensions of CCA.
The model extends (mixtures of) Bayesian CCA by introducing dynamics for the latent
signals. In [27], we capture dependencies between web images and co-occurring text docu-
ments, combining Bayesian CCA-type factor models with topic modeling that is needed to
represent text data. For that, we presented a novel non-parametric Bayesian Hierarchical
Dirichlet Process-based multi-view topic model.

Applications in bioinformatics. In [12], we addressed a novel multi-view cancer drug
response problem with sparse extension of GFA finding previously unknown relationships.
In [26], we addressed data translation/ANOVA problem with sparse GFA. Other data
integration works can be found in F2.

2.3 Beyond multi-view learning

The methods described in the previous section provide justified solutions for multi-view se-
tups with co-occurring observations in all views. While many data integration tasks match
such setups, there are also several problems that come with richer data and hence require
more flexible models. As one core direction of C2 we have worked towards extending the
multi-view learning models for such setups.

The first extension considers multi-view setups with no known co-occurrence. Given two
views with arbitrary features, the task is to learn which object in one view corresponds
to which in the other, based on the observed data alone. We presented first a variational
Bayesian solution to this problem in [15], receiving the best-paper award of the ACML’12
conference for our work, and then a Gibbs-sampling based solution in [16] that outperforms
both the earlier variational solution and all the competing approaches for learning the
correspondence. Besides providing the leading method for solving the cross-domain object
matching problem, these works contribute to Bayesian inference over permutations and
hence relate to inference for structured models studied in C3.

The second extension generalizes multi-view learning methods for setups with arbitrary
collections of matrices with some shared entities, illustrated in Figure 2.1. Besides multiple
views for the same objects, we can have, for example, additional representatios for the
features in some of the views. The task of learning joint factorization for all of the data
sources is called collective matrix factorization (CMF). Even though the setup is much
more flexible than multi-view learning, it turns out that the group-wise sparse multi-view
method of [28] can be extended also for learning the shared and private factors for such
arbitrary collections. The resulting group-sparse CMF method [14] also supports non-
Gaussian likelihoods and has efficient variational inference for large matrices with missing
data.

2.4 Supervised multi-view learning and multi-task learning

Multiple kernel learning methods [6] have been successful in integrating several data
sources in supervised learning tasks. In large p small n domains, of large dimensional-
ity p compared to small sample size n, which are common in computational biology and
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Figure 2.1: The top left corner illustrates a complex setup of related matrices that goes
beyond multi-view learning; views X1 and X2 share the same row entities, whereas views
X2 and X3 share the same column entites, etc. The rest of the plot shows how group-
sparse collective matrix factorization learns joint low-rank factorizations for all of the
views, identifying both factors shared by multiple views (factors 1 and 6) as well as factors
private to each view (factors 2-5). The figure is taken from [14].

medicine (F2), it is important to flexibly control and assess uncertainty of the solutions.
Bayesian solutions based on Gaussian processes would be natural choices but are compu-
tationally demanding, and we have developed efficient Bayesian multiple kernel learning
methods [7]. The methods were generalized to matrix factorization [8] given multiple
side information sources, both empirically outperfoming existing methods. The result is
effectively a flexible, Bayesian non-linear recommender engine which can use the side in-
formation sources to make out-of-matrix predictions. The method is directly applicable
to personalized medicine prediction problems of F2.

In addition to personalized medicine, the multiple kernel learning are widely applicable
to data integration tasks in other fields. We have successfully applied them in estimating
user’s state and relevance for intelligent information access tasks of F1, for instance in
[11].

A central reason why the new multiple kernel learning methods have been successful
in personalized medicine is multi-task learning, that they have been used to predict for
multiple drugs simultaneously, sharing some but not all of the parameters across the
drugs. This strategy is only useful if the tasks are sufficiently related, otherwise “negative
transfer” may even decrease the performance. For asymmetric multi-task learning, where
the other tasks are only important to the extent they are useful for modelling one “task
of interest”, we have developed a price-winning (ECML2011 best paper award) Gaussian
process-based solution [19].

Another scenario that can be seen as multi-task learning is planning under uncertainty
for multiple agents, by optimizing action policies that take both the short-term and long-
term consequences of actions into account. Such optimization is computationally hard,
and efficient solutions are needed to scale up such planning to larger planning problems
and a richer variety of planning situations. The planning is often based on decentralized
partially observable Markov decision processes (Dec-POMDPs), but current methods must
de-emphasize long-term effects of actions by a discount factor. In tasks like wireless
networking, agents are evaluated by average performance over time, both short and long-
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term effects of actions are crucial, and discounting based solutions can perform poorly. In
[22] we show that under a common set of conditions expectation maximization (EM) for
average reward Dec-POMDPs is stuck in a local optimum. We introduce a new average
reward EM method; it outperforms a state of the art discounted-reward Dec-POMDP
method in experiments. In [21] we consider the wireless networking domain, where medium
access control (MAC) determines which devices (agents) can access the wireless channel
at each time. The MAC performance depends on spatial locations and traffic patterns
of agents. We propose a Dec-POMDP based MAC solution that adapts to the spatial
and temporal opportunities, is able to handle network dynamics described by a Markov
model, and takes both sensor noise and partial observations into account. The method
yields MAC policies optimized for the network dynamics model, given a freely chosen
goal such as maximal throughput or minimal latency. We make approximate optimization
efficient by exploiting factorization of problem structure in the Dec-POMDP, yielding
compact policy representations. Our approach yields higher throughput and lower latency
than CSMA/CA based comparison methods.

2.5 Retrieval of experiments

We study the task of retrieving relevant experiments given a query experiment, that in-
corporates measurement information in the retrieval task, instead of relying only on an-
notations. This line of work is motivated by the opportunity and need to relate new
measurement data sets of experimental sciences to earlier research, piloted in F2 on com-
putational biology and medicine. The methods are more general, however, and by an
experiment we here mean essentially a data set. Depending on what we can assume about
the commonality of the sets, we need slightly different types retrieval methods.

In the first works [2, 3] the idea of modelling-driven retrieval was introduced to molecular
biology. The experiments were reduced to a set of data samples, and the whole data
collection was modelled with a big probabilistic model, which gave a principled distance
measure for the retrieval. By changing the model the retrieval system can be made more
targeted [5].

This mode of operation has two weaknesses when scaling up: (1) computation of one big
joint model of all the experiments becomes prohibitive, and (2) managing the practical
effort of including all prior knowledge of all experiments in the joint model becomes hard.
We have started studying the alternative scenario (Fig. 2.2) where the experimenters
deposit their models of their data to public repositories, hence storing both the prior
knowledge and the new evidence in the data.

Given a collection of fixed models, the problem of relating a new (query) data set to them
can be formulated as a mixture modelling problem. The models which get large mixture
weights are relevant to the new data [4]. This problem can be solved efficiently with linear
or even sublinear complexity for maximum likelihood estimates of the mixture weights.

Moving to Bayesian modelling capturing even more of the experimenter’s prior knowl-
edge, we build a “supermodel” that models the set of earlier models and operates on their
posterior distributions. A general and practical way of representing the posterior distribu-
tions as sets of MCMC samples. The supermodel needs to be computationally light and
learnable sequentially. We have used Particle-Learning-based sequential Dirichlet process
mixtures (DPM) for this purpose [24], and derive the relevance measure for retrieval from
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Figure 2.2: The setup of retrieval of models of experiments. Our general objective is to
retrieve experiments A, B or C, given query experiment Q. We assume that the database
contains models of experiments learned by the experimenters along with the experimental
details. Each model is represented in terms of posterior samples.

the mixture representation. We have recently also extended the work to models coming
from different model families, and learning to reduce the number of stored MCMC samples
for computational efficiency [25]. We have demonstrated the efficacy of our approaches on
simulated data with linear regression, Bayesian lasso for sparse linear regression, logistic
regression and factor model as the models, and on real world molecular biological datasets.

2.6 Learning from multimodal media data

Digital video has become commonplace, both in professional and consumer use. The
exponentially growing amounts of video content necessitates development of novel and
multimodal technologies for analyzing, indexing, and retrieving relevant videos based on
the audio and visual content of the video. In the visual content one can detect generic vi-
sual concepts, such as “vehicle” and “marching people”, recognize known persons, objects,
buildings and locations, or perform optical character recognition. In the aural content,
speech and speaker recognition can be done and music and environmental sounds can be
classified. Combining all these parallel sources of information poses a challenging machine
learning task.

COIN researchers have participated in NIST’s annual TREC Video Retrieval Evaluation
TRECVID since 2005. In TRECVID 2013, we participated for the first time in the Mul-
timedia Event Detection (MED) task. The research task is to build an automated system
that can learn to determine whether an event is present in a video clip using the content of
the video clip only. In TRECVID 2013, the considered multimedia events have included,
e.g. “felling a tree”, “fixing musical instrument”, and “horse riding competition” and the
total number of the video clips that were analyzed exceeded 90,000 and their duration
exceeded 3,700 hours, The events are described additionally with a concise definition, a
longer precise explication, and an evidential description, referring to some visual, acoustic,
and temporal attributes that are often indicative of the event instance. Depending on the
search task, either 0, 10 or 100 positive and negative example videos depicting the type
of event are also provided and can be used for learning the properties of the event. In
our experiments, we studied different combinations of visual and aural content indexing
methods [9]. In particular, a novel unsupervised method for aural feature extraction was
developed. The results show [1] that the proposed method is capable of extracting more
applicable features for multimedia event detection than those commonly used in speech
and audio recognition.
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3.1 Introduction

The research activities in C3 are broadly two-fold; firstly we develop highly structured
stochastic models for a wide variety of application areas ranging from statistical genetics
to general multivariate system modeling, secondly we develop inference methods for the
needs of such models. More detailed report of applications of these methods within the F2
flagship is given in its own section. It should be noted that most activities reported in C2
are also based on highly structured stochastic models and related inference tools, however,
to maintain sufficient brevity we have here chosen not to present the overlap between C2
and C3 explicitly.

3.2 Probabilistic graphical models

Probabilistic graphical models (GMs) are ubiquitous in statistics and machine learning;
one of major themes in C3 is to develop a large family of different generalizations of
graphical models that conceptualize and enable capture of local, context-specific indepen-
dencies (CSIs), in a more comprehensive way than the earlier proposals in the literature
do allow. We have introduced a family of labeled directed acyclic graphs (LDAGs), which
generalizes the Bayesian multinets and CPT-trees by allowing a compact and intuitive rep-
resentation of CSIs such that exact Bayesian learning about model structure is possible.
A related family of undirected stratified graphical models (SGMs), also termed as labeled
Markov networks, has also been developed. These models allow for CSIs similar to LDAGs,
and our theoretical results show that they are divided into locally decomposable and non-
decomposable subclasses, the former of which allows for exact Bayesian inference. We have
shown that LDAGs/SGMs in addition to being conceptually appealing, provide a powerful
way to encode sparse dependencies in predictive classification that leads to higher classifica-
tion accuracy compared to Bayesian networks which have partially irrelevant edges present
in the DAGs. Furthermore, we have developed a class of sparse Markov chains (SMCs),
which generalizes variable-length and variable-order Markov chains (VLMCs/VOMs) that
are widely used in bioinformatics and natural language modeling applications. The SMC
model class is a special case of LDAGs for time-series data in a finite state-space. To
generalize the concept of CSIs to continuous variables, we have developed a novel class of
stratified Gaussian graphical models (SGGMs), where an edge is allowed to be absent in
a convex subset of values for its neighbors. It is proven that SGGMs represent a curved
exponential family.

Inference and structural learning algorithms for GMs and their generalizations have been
developed with three approaches in parallel to explore different possibilities. Firstly, we
have generalized the family of non-reversible parallel (population) MCMC algorithms in-
troduced earlier by Corander et al. by combining the non-reversible stochastic process
with greedy hill-climbing, which seems to offer a very promising hybrid solution and bal-
ance of exploration-exploitation schemes. Secondly, we have created translations of the
statistical learning problem to answer set programming and performed model optimization
using existing solvers. This approach to model learning appears to be highly promising
and is described more in detail in the section relating to C4. Thirdly, we have recently
introduced a marginal pseudolikelihood (MPL) method, which appears to be among the
first truly Bayesian versions of pseudolikelihood inference. We have proven its consistency
for discrete graphical models that are not forced to be chordal. In computational ex-
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periments MPL was both more accurate and faster than the state-of-the-art approaches
based on regularized logistic regression and conditional mutual information. We are cur-
rently exploring generalization of MPL to several other model classes, including SGMs,
and investigating its performance for identifying 3D contact patterns in proteins.

3.3 Adaptive Monte Carlo and adaptive MCMC

Monte Carlo methods, such as importance sampling, and MCMC have in general strug-
gled considerably with the pace of increase in model complexity. One of the most popular
solutions to the issue of slow convergence to the target distribution is to adapt the impor-
tance or proposal densities used in the sampling algorithm. Such an adaptation can be
done by changing the locations and/or variance-covariance structure of the samplers. We
have both developed adaptive importance samplers (e.g. APIS) and MCMC algorithms
as well as demonstrated the usefulness of adaptive inference in challenging applications in
computational biology. One of the key ideas in our algorithm development is to utilize a
population of samplers which jointly attempt to adapt to better enable escape from local
modes and to better represent difficult distribution shapes. The nonreversible population
MCMC mentioned above is one example of such an approach where the proposal opera-
tors are allowed to be data-driven and have complicated, only algorithmically calculable
expressions for proposal probabilities, since their values need not be explicitly known in
the acceptance step of the Metropolis-Hastings transition kernel. The proposals can be
adapted in several different manners, e.g. by driving a population of importance samplers
with a MCMC kernel to allow a more thorough exploration of the parameter space to
detect novel modes.

3.4 Inference for intractable models

Intractable models are in general understood as statistical models for which evaluation of
likelihood terms is in practice a computationally intractable problem, when the model is
of realistic size from the application perspective. Inference for such models has recently re-
ceived considerable interest via the Approximate Bayesian Computation (ABC) framework
and also via revival of the pseudolikelihood approach. As mentioned above, our Bayesian
MPL method offers a very attractive opening of new research direction. In the application
to non-chordal Markov networks we are considering a central class of intractable models
and one of the particular strengths of the method is its parallelizability which paves way
to very large-dimensional applications met e.g. in computational biology.

Many Bayesian models are intractable due to latent variables whose correlation structure
or distribution assumptions in general make likelihood expression underivable in closed
form (or numerically). ABC inference for such models replaces the likelihood by filtering
results of forward simulation with given parameter values and it is one of the most intensive
research areas in Bayesian statistics at the moment. The challenge related to use of
ABC has three major components: 1) choice of the summary statistics to mimic the
likelihood, 2) choice of metric to represent closeness of forward simulation output with
that in the observed data, 3) filtering algorithm of forward simulation output to yield
a reliable approximation of the posterior. In the context of computational biology, we
have introduced a novel model for estimating transmission dynamics of bacteria from
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cross-sectional incidence data. This model has a very high-dimensional latent variable
component and an intractable likelihood. To enable learning of such models from data,
we developed a sequential adaptive Monte Carlo algorithm which approaches the problem
of comparing simulation output with the data summaries in a novel way, based on adapting
the sampler separately with respect to the distributions of each summary statistic rather
than using a single Euclidean distances as in most ABC methods. This adaptation scheme
makes the sequential sampler much more efficient. Our second highlight work on ABC and
indirect inference introduces a Bayesian optimization scheme for choosing optimally points
in parameter space where forward simulation is going to be maximally informative about
the likelihood approximation. Our experiments suggest that this approach can be several
orders of magnitude faster than the standard sampling methods widely used in ABC. The
third highlight solves the problem of choosing summary statistics and distance measures
for comparing forward simulation output with data summaries, by combining these two
problems translating the result into a classification problem. To the best of our knowledge,
such an approach is entirely novel and offers several advantages. We have proved the
consistency of the classifier-ABC estimates and shown that it can automatically yield a
more infromative data representation compared with expert curated choice of summary
statistics.
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4.1 Introduction

The goal of challenge area C4 is to develop efficient and scalable learning and inference
techniques, in particular, to tackle problems arising in C1, C3, and F1. This is to be
achieved by combining existing expertise on machine learning and constraint-based search
and optimization, which is presently available in COIN. The problems of interest include,
e.g., learning probabilistic models from data, clustering based on different optimization
criteria, and fast inference techniques demanded by applications. The idea is to exploit
massively distributed computing environments, such as clusters and computational grids,
when solving the most demanding problem instances and to develop new algorithmic
techniques required. To this end, there is substantial hardware1 at our disposal.

During the first two years of COIN, the contributions in the area of C4 are two-fold. First,
there is substantial progress made in the core reasoning techniques and, in particular, the
development of new methodology for answer set programming (ASP) as well as Boolean
satisfiability checking (SAT) and its extensions such as maximum satisfiability (MaxSAT).
Achievements in these paradigms are reported in Sections 4.2 and 4.3, respectively. As
regards the main applications in the COIN agenda, the problem of learning graphical
models from data has been tackled using constraint-based techniques both in the case of
Markov networks and Bayesian networks as reported in Section 4.4. Further applications
are addressed in Section 4.5. In addition to COIN-specific application domains, also others
are emerging due to general applicability of logic-based methods.

4.2 Contributions to ASP Methodology

Answer set programming is a declarative programming paradigm where problems are first
formalized as logic programs (sets of rules) and then solved by computing answer sets
for programs. In addition to developing native ASP solvers, there is interest towards
translations that enable the implementation of ASP using other back-end solvers.

In the translation-based approach, one of the main concerns is the treatment of extended
rule types such as choice, cardinality, and weight rules. If such constructs are not supported
by the target formalism, they have to be translated away. In [4], we develop new schemes
for the normalization of cardinality rules. The designs are based on merging and sorting
circuits and lead to n × (log2 k)2 blow-up for n-literal cardinality rules having k as the
bound. There is ongoing work that extends these designs for weight rules as well as
objective functions used in optimizing variants of ASP. Since auxiliary variables have to
be introduced, the notion of visible strong equivalence developed in [14] is central when
addressing the correctness of normalization. For reasonably small rules, the respective
verification steps can be fully automated using appropriate translations and ASP solvers.
Normalization is also exploited by native ASP solvers and from time to time it may boost
the search for answer sets as auxiliary atoms contribute to propagation and branching.

We have previously developed a translation from ASP into the satisfiability modulo the-
ories (SMT) framework and, in particular, to the fragment corresponding to difference
logic. In [28], an analogous translation into fixed-width bit-vector theories is presented,
thus enabling the use of further SMT solvers for the computation of answer sets. The case
of mixed integer programming (MIP) is covered in [26]: the presented translation shows

1For instance, the Triton cluster of Aalto University has 6900 cores available for the moment.
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how different rule types used in ASP can be transformed into linear inequalities of form
a1x1 + . . . + anxn ≥ k. The performance of MIP solvers is promising on ASP instances
involving optimization. Moreover, we suggest to enrich ASP languages to support linear
constraints as native primitives in rules. This enables the treatment of potentially infinite
domains such as integers within answer set programs. The challenges arising from the
incorporation of real numbers are addressed in a follow-up paper [27].

Many knowledge representation tasks involve trees or similar structures as abstract
datatypes. In this respect, graphical models addressed in Section 4.4 form an excellent
example. Compact and efficient ASP encodings of acyclicity properties are devised and
experimentally evaluated in [8]. There is ongoing work on extending these results for other
tree-like properties and other target formalisms than ASP.

4.3 Contributions to SAT Methodology

The goal of this research is to develop fundamental techniques for SAT solving and to
integrate them in state-of-the-art SAT solver technology.

A class of constraints for a number of core applications of SAT solving, including crypt-
analysis, circuit verification and model-checking, that is not always handled effectively by
the resolution rule implicit in general-purpose SAT solvers, is parity constraints. For ex-
ample, logical cryptanalysis instances usually have a non-linear part that can be presented
in clausal form, and a linear part more conveniently presented with parity constraints, i.e.,
linear equations in modulo 2 arithmetic. For instance, the constraints for the shift register
bit 1 in the Trivium cipher may look like this:

(¬ti∨s286,i)∧(¬ti∨s287,i)∧(ti∨¬s286,i∨¬s287,i)∧(s1,i+1⊕s243,i⊕s288,i⊕ti⊕s69,i ≡ false)

An incremental Gauss-Jordan-elimination based deduction method for parity constraints
that can capture all implied literals is given in [23]. In [22] we present a new conflict-
analysis technique that can (i) easily solve some instances that are hard for resolution
and (ii) produce new parity constraints that can be learned. We have also studied struc-
tural properties of parity constraint sets and defined easily detectable classes in which
weaker, more efficiently implementable reasoning techniques already give full propagation
power [21]. In addition, it is shown how to use structural properties to decompose parity
constraint sets into components that communicate through interface variables [23, 25].

Furthermore, we provide translation techniques that aim at improving the propagation
power of unit propagation, the most elementary (and efficiently implementable) deduction
technique, by adding new parity constraints into the instance. One of the translation
technique is tailored for instances on which equivalence reasoning gives full propagation
power [21] and the another one is for the unrestricted case [24]. We also show that
a polynomial amount of additional constraints is enough to make unit propagation a
complete propagation engine for parity constraint sets with bounded tree-width [25].

A central line of research in core SAT solvers has dealt with the inprocessing paradigm,
in which the core CDCL SAT solver routine is interleaved with complex combinations of
relatively inexpensive inference techniques, thus re-introducing more reasoning to the core
SAT solver search. The research has established the formal underpinnings of inprocess-
ing SAT solving via an abstract inprocessing framework [16], which generally covers all
inprocessing techniques implemented in current inprocessing SAT solvers, captures sound
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solution reconstruction in a unified way, and allows for checking new inprocessing tech-
niques for correctness. There has also been progress in the analysis and development
of further inprocessing techniques. In [15], it is shown that CNF-level reasoning can be
surprisingly effective both in theory and in practice: without explicit knowledge of the
underlying problem structure, specific inexpensive CNF-level inference techniques achieve
the same level of simplification as a combination of structure-based techniques and previ-
ously suggested polarity-based CNF encodings. Further work on inprocessing has included
development and analysis of more powerful clause elimination techniques [11] as well as
CNF-level techniques for equivalence reasoning [12]. Extending the work on core SAT
techniques, a study of the applicability and the effectiveness of SAT preprocessing within
SAT-based algorithms for the extracting minimally unsatisfiable subformulas (MUSes) of
Boolean formulas was presented [1]. Most recently, there is on-going work on extensions
of inprocessing techniques to the more general context of quantified Boolean formulas
(QBFs) and MaxSAT, as well as formal lower-bound analysis of known CNF-level reason-
ing techniques such as failed literal elimination [19].

Further SAT-related work has included foundational studies on the interplay between
proof complexity measures and practical hardness of SAT [18], providing new theoretical
and empirical insights into the possibility of resolution space complexity as a fine-grained
indicator of practical hardness of SAT instances, as well as work relating Boolean func-
tion circuit complexity under restricted circuit classes with the strong exponential-time
hypothesis, i.e., the existence of non-trivial exponential-time algorithms for CNF-SAT [17].

4.4 Learning Graphical Models by Constraint Satisfaction

Integration of constraint programming with data mining and machine learning has recently
been identified as an important research direction with high potential. The research in
COIN contributes in this direction by developing new methodology for solving optimally
different structure learning problems by employing state-of-the-art solver technology. For
instance, combinatorial search methods have been developed in order to learn probabilis-
tic graphical models, such as Bayesian networks, from data. The learning problem can
be solved by formalizing the structure requirements in terms of constraints and using a
constraint solver to find an optimal solution. This idea has been successfully applied in
the case of Bayesian networks. In [5], the substantially harder problem of learning undi-
rected graphical models, known as Markov networks or Markov random fields, is tackled.
Figure 4.1 illustrates an optimal network for the Econ dataset with 8 variables. Start-
ing from initial log likelihood scores computed from the data, an encoding of Markov
network structure is presented in terms of constraints expressible in MaxSAT or ASP
frameworks. The encoding relies on a novel characterization of junction trees used to
define the separators between cliques (marked red in Figure 4.1) and to score the entire
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network. Ensuring the chordality of the underlying
network is one of the central constraints. Using ex-
isting ASP and MaxSAT solver technology, it is then
possible to prove optimal certain network structures
previously discovered by stochastic search methods
such as Markov chain Monte Carlo. Interestingly,
the optimality proof can be carried out in certain
cases much faster than what is takes by a stochastic
algorithm to converge. In ongoing work, we have im-
proved the encoding for Markov networks using per-
fect elimination orderings as basis. Together with
with various strategies for solution pruning, they of-
fer a dramatic improvement both in terms of time
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Figure 4.1: Optimal Markov network
amongst 30.888.596 candidates

and memory complexity. The method is also extended for a more general class of models,
called labeled Markov networks, which have an astronomically larger model space.

In [3], a novel score-based approach to the NP-hard problem of learning optimal bounded
tree-width Bayesian networks, was presented, based on casting the problem as weighted
partial Maximum satisfiability problem. Bayesian network structure learning is the well-
known problem of finding a directed acyclic graph structure that optimally describes given
data. An underlying motivation for this work is that, while exact inference in Bayesian
networks is in general NP-hard, it is tractable in networks with low tree-width. Empiri-
cally, the approach scales notably better than the current state-of-the-art exact dynamic
programming algorithm for the problem. Moreover, in [13], a very general approach to
learning the structure of causal models is presented. The approach is based on d-separation
constraints, obtained from any given set of overlapping passive observational or experi-
mental data sets. The procedure allows for both directed cycles (feedback loops) and the
presence of latent variables. Our approach is based on a logical representation of causal
pathways, which permits the integration of quite general background knowledge, and infer-
ence is performed using a SAT solver iteratively, associating the causal structure learning
task with the backbone of Boolean formulas. Many existing constraint-based causal dis-
covery algorithms can be seen as special cases of the procedure, tailored to circumstances
in which one or more restricting assumptions apply.

4.5 Further Applications

We have also continued devising methods for the model checking analysis of safety criti-
cal timed systems employing real-valued clocks. Such systems are usually modeled with
timed automata. Techniques for model checking timed automata have been studied for
two decades. However, most of the techniques studied do not support quantitative speci-
fications on the timing of events. In [20], we consider the specification language MITL0,∞
allowing one to write specifications like

(Gs
<5¬ack)⇒ Fs

≤6(reset Rs
≤10 alarm)

meaning that either an acknowledgment must be received in less than five seconds or oth-
erwise the alarm is activated within six seconds and played for the next ten seconds or
until a reset button is pushed. The previously presented semantics of MITL0,∞ are ex-
tended to support super-dense time (allowing a finite number of instantaneous actions to
take place between time-consuming actions) that is applied in the timed automata class
used in several standard tools such as Uppaal. As a consequence of this, the dualities
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that have been used in the previous works on model checking MITL0,∞ do not hold any-
more. In order to obtain symbolic model checking techniques for MITL0,∞, a symbolic
encoding that evaluates the truth values of MITL0,∞ formulas on the symbolically pre-
sented executions of the system under verification is developed. The encoding is proven
sound and complete, and it is described how it can be instantiated in the symbolic model
checking technique called SMT-based bounded model checking. To our best knowledge,
we also provide the first implementation of a tool for model checking MITL0,∞ specifica-
tions and provide preliminary experimental evidence supporting that model checking such
quantitative specifications can be feasible in practice, too.

Finding execution paths in transition systems is a core problem in control and management
of discrete systems. In this research, we have developed first practical methods for deriving
approximate upper bounds for transition sequence lengths based on decomposition of state-
variable dependency graphs [30]. These bounding methods strengthen the power of highly
parallel use of SAT solvers in finding transition sequences in control applications (with
the possibility of carrying over the ideas to applications in verification) by bounding the
lengths of transition sequences. No practical general methods have been earlier available
for this purpose, which has led either to the use of unnecessarily loose upper bounds and
substantially increased search effort, or increased risk of incompleteness due to uninformed
and too tightly chosen bounds.

The development of effective methods for decision-making under imperfect information has
been a long standing problem. The success of combinatorial search methods such as SAT
in sequential decision-making with perfect information is the driving motivation for the use
of generalizations and extensions of these methods also for the imperfect information case.
The research has identified new classes of contingent scheduling problems amenable to so-
lution with quantified extensions of standard satisfiability and constraint-satisfaction prob-
lems such as QBF and QCSP [29]. The results place a number of imperfect-information
scheduling problems in the complexity classes Σp

2, Πp
2, and PSPACE, showing the suitabil-

ity of ∃∀- and ∀∃-quantified, and unlimited QBF and QCSP.

There has also been work on novel SAT and ASP approaches to arising topics in AI, espe-
cially, computational argumentation [6, 7] as highlighted next and computational creativity
[31], extending further the application domains covered by COIN. Abstract argumentation
frameworks (AFs) provide the basis for various reasoning problems in knowledge repre-
sentation and artificial intelligence. Efficient evaluation of AFs has thus been identified
as an important research challenge. In [6, 7], we presented a generic approach for rea-
soning over AFs, based on the novel concept of complexity-sensitivity. We established
theoretical foundations of this approach, providing further understanding on the sources
of intractability of AF reasoning problems via complexity-theoretical analysis, and pre-
sented instantiations of the generic complexity-sensitivity framework via harnessing SAT
solver technology for solving argumentation problems in an iterative way.

Further logic-based interdisciplinary work has considered the relation of various restricted
models of distributed computing and modal logic [10, 9]. In another line of work [2],
we have developed an extensible framework for correlation clustering by harnessing the
MaxSAT paradigm. The approach allows for finding cost-optimal clusterings, and extends
to constrained correlation clustering, by allowing for easy integration of user-defined do-
main knowledge in terms of hard constraints over the clusterings of interest, as well as
overlapping correlation clustering.



C4: Extreme Inference 83

References

[1] Anton Belov, Matti Järvisalo, and Joao Marques-Silva. Formula preprocessing in
MUS extraction. In Nir Piterman and Scott Smolka, editors, Proceedings of the 19th
International Conference on Tools and Algorithms for the Construction and Analysis
of Systems (TACAS 2013), volume 7795 of Lecture Notes in Computer Science, pages
110–125. Springer, 2013.

[2] Jeremias Berg and Matti Järvisalo. Optimal correlation clustering via MaxSAT. In
Wei Ding, Takashi Washio, Hui Xiong, George Karypis, Bhavani M. Thuraisingham,
Diane J. Cook, and Xindong Wu, editors, Proceedings of the 2013 IEEE 13th Interna-
tional Conference on Data Mining Workshops (ICDMW 2013), pages 750–757. IEEE
Press, 2013.

[3] Jeremias Berg, Matti Järvisalo, and Brandon Malone. Learning optimal bounded
treewidth Bayesian networks via maximum satisfiability. In Jukka Corander and
Samuel Kaski, editors, Proceedings of the 17th International Conference on Artificial
Intelligence and Statistics (AISTATS 2014), 2014 (to appear).

[4] Jori Bomanson and Tomi Janhunen. Normalizing cardinality rules using merging and
sorting constructions. In Logic Programming and Nonmonotonic Reasoning, volume
8148 of LNCS, pages 187–199. Springer, 2013.

[5] Jukka Corander, Tomi Janhunen, Jussi Rintanen, Henrik Nyman, and Johan Pensar.
Learning chordal Markov networks by constraint satisfaction. In Advances in Neu-
ral Information Processing Systems, volume 26 of Advances in Neural Information
Processing Systems, pages 1349–1357, 2013.
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5.1 Introduction

The goal of COIN flagship application F1 Intelligent Information Access is to break the
conventional keyboard-mouse-display based human–computer interaction scheme and al-
low the user to access contextual information in the real world. This goal can be reached
by applying solid computational inference methods that can make use of the massive in-
terrelated information sources when selecting what information to present and how to
visualize it to the user. The inference methods need to be fast and do the inference on-
line, learning relevance from the user’s responses, both explicit and implicit. For the user
input we develop techniques for analyzing diverse search cues and semantic indications,
such as visual gestures, gaze patterns, audible background, recognized speech, physiolog-
ical measurements, and sensory data, which together can reveal the target of the user’s
current information need.

We report our work on contextual information interfaces, including of a prototype of a
mobile personal history browser, in Section 5.2. Basic research on interactive visualization
methods is discussed in Section 5.3. SciNet, an information access system for scientific lit-
erature involving interactive visualization and interactive user intent modeling is described
in Section 5.4. We have studied a multitude of input modalities for facilitating intelligent
information access. In Section 5.5 we report our work on biosignals, such as EEG, gal-
vanic skin response and eye tracking for implicit feedback. Section 5.6 describes studies
on computer-vision-based human activity recognition, usable for contextual information
access as both explicit and implicit search cues. Similarly, Section 5.7 addresses research
on automatic speech and aural environment recognition, the methods of which can be
used for providing user input for intelligent information interfaces as well as for indexing
the multimodal data repositories. In Section 5.8, we detail our research on visual anal-
ysis techniques for efficient content recognition and indexing of multimodal information,
necessary for facilitating intelligent, proactive and fast retrieval and presentation.

5.2 Contextual information interfaces

The increasing pervasiveness of mobile computers and digital recording devices in daily life
has made it easy to capture and store a lot of data in digital form. Consequently, the sizes
of digital photograph collections, textual document archives, lifelog recordings and other
forms of personal digital histories are growing rapidly, and new kinds of retrieval tools are
required to effectively find data items from such collections. We have introduced a personal
history browser (PHB) mobile application for recording and browsing events, images, notes
and other personal data [1]. The interface intelligently emphasizes potentially relevant
items on a timeline, so that an item can easily be recognized and selected for further
inspection. If items are shown in a meaningful order, as is the case with personal history
items along a timeline, the emphasized items have another important role as search cues.
The purpose is to support fast retrieval of heterogeneous personal data. For example, PHB
can help retrieve notes the user wrote in a particular spatial location, or find an article
she remembers reading after a discussion with a particular person. We have previously
explored a similar approach in a desktop setting [2].

In our PHB interface (Figure 5.1), implemented on a smartphone, data items are primarily
represented as thumbnail images. The purpose is to allow quick spotting of familiar images.
We base the relevance predictions on a multi-domain representation of the history items,
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Figure 5.1: Prototype dynamic timeline interface in the PHB system. The textual search
box is at the top, the list of the most relevant items with relevance feedback buttons in
the middle, and the scrollable view of time-ordered images scaled by their relevance at the
bottom. Relevance feedback for the items can be given with the plus and minus controls.

such as associated images, videos, textual notes, or other descriptions recorded during the
same calendar event or otherwise close by in time. Our system learns a separate ranking
function on each domain and combines them to produce the final prediction. Because a
PHB is inherently a mobile application, it can be used to record events during daily life.
Mobility is also important for searching, because one is likely to find information when
needed, if the browser is handily available in a mobile form. We conducted a user study
to compare the dynamic timeline of our PHB prototype to a more conventional textual
search in a news story retrieval task [2]. The results of the study showed that the dynamic
timeline interface was significantly more effective than and preferred over the reference
methods.

In recent work, we have studied the integration of PHB with wearable devices, such as
wearable cameras and mobile eye tracking glasses. The implicit or automatic collection
of the personal history can be implemented with an application that is autonomously
working as a background process. Wearable cameras provide a natural way to gather a
photographic history for PHB-type applications. Furthermore, mobile eye tracking glasses
enable us to infer the user’s interests with respect to the environment from the eye move-
ment patterns and use this data for information filtering.
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5.3 Interactive visualization

The new visualization approaches discussed in Section 1.4 consider static visualization
situations, where the interest of the analyst is sufficiently well known and encoded as a
metric of the original data or annotation available for the data, and the remaining task
is to show the interesting information in the data on the display as well as possible. The
approaches for scaling up the visualizations to larger data sets [3, 4, 9], to more accurate
visualizations [1], to principled incorporation of supervision [2], and to meta-visualization
[5], can potentially be applied in interactive situations as well, by combining them with
the approaches discussed below.

In [6], interactive visualization is formalized as a task of information retrieval under un-
certainty about the user’s tacit knowledge and interests in the data. An interactive visu-
alization method is created which iteratively gathers user feedback, as pairs of points the
user wishes to be close-by or far apart, then infers the user’s interest from the feedback
as a metric of relevant differences between data features, and visualizes the data using
the relevant metric, by optimizing information retrieval of the relevant neighbors from the
display based on our recent formalization [8]. The interaction goes on as more user feed-
back is received and the metric and the resulting visualization improve to better match
the user’s interests.

Moreover, the accurate visualization approach [1] can easily incorporate user feedback as
user-assigned constraints to yield optimal visualizations satisfying such constraints. Lastly,
the interactive visual search approach [7] discussed in Section 5.4 involves an advanced
visual interface optimized for the estimated user’s intent and for alternative future intents;
thus the method can be seen as interactive visualization coupled to an advanced user
modeling approach and information retrieval approach.
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5.4 Interactive intent modelling and SciNet

Inferring a user’s intention in human-computer interaction is a key research issue for
developing personalized systems. In this line of research, we focused on the information
retrieval setup. Traditional search engines support user needs in scenarios where the user
is aware of what they are looking for. However, systems that would support exploratory
search activities, requiring learning and investigating the information space, have turned
out to be more difficult to design. One reason is that in an exploratory search setting
the searcher is not a priori familiar with the information and hence requires iteration of
interpretation, synthesis, and evaluation of the found information to accomplish their task.
We propose that better support for exploration can be provided through learning from
feedback on higher level representations of the data sets, such as topics or keywords, that
are extracted from document features.

In [3, 1] we proposed new methodology for interactive information search, namely Inter-
active Intent Modeling, where the user’s search intent and its alternatives are modeled
and displayed for feedback on an interactive display. This feedback enables applying ma-
chine learning techniques such as reinforcement learning to improve relevance, novelty and
diversity of results.1

Based on the interactive intent modeling approach, we built SciNet [1, 2, 3] – an informa-
tion access system that couples advanced machine learning techniques for interactive intent
modeling with advanced information visualization and interaction to boost exploratory

1In detail, the searchers intents are estimated by a reinforcement-learning based intent model by si-
multaneously maximizing the relevance of estimated search intents for the searcher and minimizing the
uncertainty of the intent estimates of the system.
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search. The primary goal of the system is to assist scientists in finding and exploring the
relevant literature on a given research topic quickly and effectively, although the approach
can additionally be easily adapted to other domains.

The interactive intent modeling approach yields greatly improved information seeking
task performance in user studies. In detail, we could show that users using our approach
achieved significantly better task performances, retrieved relevant information items more
effectively, interacted more without a decrease of the quality of information, and were also
more pleased with their search experience.

The interactive interface In the interactive interface, instead of only typing queries at
each iteration, the user can navigate by manipulating keywords on a visual display shown
in Figure 5.2. The manipulations of keywords are used as feedback which the system
uses to improve its estimation of the user’s search intent. This results in new keywords
appearing on the screen as well as a new set of documents being presented to the user.
The search starts with the user typing in a query, which results in a set of keywords
being displayed in the exploratory view on the left hand-side of the screen and a set of
articles being displayed on the right hand-side of the screen. The user can manipulate the
keywords in the exploratory view to indicate their relevance: the closer to the center a
given keyword is, the more relevant it is. The user can manipulate as many keywords as
she likes. After each iteration, new keywords and new articles are displayed. The search
continues until the user is satisfied with the results.

Information seeking with interactive intent modeling The interactive intent mod-
eling approach brings many benefits to the way users perform their information seeking
tasks:

• It allows users to direct their search using the offered keyword cues at any point of
time without getting trapped in a context, or having to provide tedious document–
level relevance feedback, or relying on implicit feedback mechanisms that may take
long to converge.

• The users can actively engage in an exploratory search loop where they manipulate
article features such as keywords, and the underlying machine learning system of-
fers them navigation options (keywords, articles) using an exploration–exploitation
paradigm. The search becomes significantly faster by allowing exploration and easier
query manipulation.

• We have found a suitable abstract level on which it is convenient for the users to
direct their search (in our case, the document keywords are the navigation options
users can use to direct their search), and use observed interaction together with
feedback to feed reinforcement learning–based optimization of further navigation
options. This can support users in better directing the exploratory search nearer or
further from the current context and following a direction.

Main components of the intent modeling process The visualization allow the
user to give feedback (assign relevance scores) to the displayed keywords by moving them
within the exploratory view provided by the system (keyword manipulation), which is
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Figure 5.2: A novel information access system based on interactive intent modeling, where
users are shown a representation of their estimated present and future intents on an
interactive visual interface, and they can give natural feedback on the interface to tune
the search towards relevant information. Search intents are visualized through keywords
on a radial layout (A). The orange center area represents the user: the closer a keyword
is to the center the more relevant it is to the estimated intent. The intent model used
for retrieval is visualized as keywords in the inner circle (C); projected future intents are
visualized as keywords in the outer circle (B). Keywords can be inspected with a fisheye
lens (D).

then provided as feedback to reinforcement learning (RL) methods. Through keyword
manipulation, the user can direct the search according to her interest, while the inbuilt
RL mechanism helps the system to form a model of user’s interests and suggest appro-
priate keywords in the next search iteration. The learning of the user’s intent and the
corresponding retrieval of new relevant documents and keywords is composed of three
main modules: (1) Information Retrieval and Ranking, (2) Keywords Exploration, and
(3) Document Diversification. The process of modeling the user’s intent is restarted once
the user types in a new query and we build a new user model for each session to avoid the
issue of “over-personalization”.

Three main blocks of the system are responsible for the initial retrieval and ranking of
documents, and exploration in the keyword and the document spaces using RL. The ini-
tial set of documents and their rankings are obtained through the Information Retrieval
and Ranking module. Having received feedback on keywords, the system enters the ex-
ploratory loop. The explicit user feedback is sent to the Keywords Exploration and the
Document Diversification modules. The Keywords Exploration module implements user
model estimation using RL techniques. The user model is a representation of the system’s
belief about the user’s informational need at the current iteration of retrieval. The com-
ponent receives feedback from the user and produces a list of keywords with weights which
are passed on to the Information Retrieval and Ranking module, which predicts a new set
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of documents for the new search iteration based on the predicted user model. Thus, the
dataset in the system is not static and it changes at every iteration based on the present,
best estimation of the user model.

The Document Diversification module is responsible for determining the set and order of
documents that are passed on to the Interface. The module uses exploration–exploitation
techniques to sample a set of documents to display to the user, while keeping the ranking
obtained from the Information Retrieval and Ranking module. The new set of documents
is used in Keywords Exploration module to capture dependencies between keywords. The
user model is visualized in the exploratory view, which allows the user to give feedback to
the system through keyword manipulation. A list of articles is also presented to the user.
The system gets new feedback from the user and continues in the iterative feedback loop.
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5.5 Feedback from biosignals

In interactions between humans a lot of information is exchanged implicitly—this moti-
vates human-computer interaction related research to go beyond explicit user feedback and
exploit, for example, biosignals like electroencephalogram (EEG), galvanic skin response
(GSR) and eye tracking, for implicit feedback. In this line of research we specifically
focused on proposing methodologies for learning the user’s attention and relevance of in-
formation items to the user from biosignals. These methodologies are mainly based on
(probabilistic) machine learning methods for supervised and unsupervised multi-view and
multi-task learning developed in C2.

We [2] inferred information about relevance of the objects the user inspected, based on
gaze tracking information, in mobile settings. In [3], we studied ways of automatically
inferring the level of attention a user is paying to auditory content, with applications for
example in automatic podcast highlighting and auto-pause. In this work, we introduced
a novel time-dependent Bayesian CCA model by encoding time-dependent interactions in
the generative description. We learned the model from the coupled physiological signals
(EEG, body movement, and pupil dilation) and features computed for the audio content,
and then measured the amount of correlation to represent the level of attention. We
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showed that the correlation reveals the level of attention with accuracy comparable to a
user-independent supervised models. This means, that we were able to directly detect
auditory attention as correlation between the two signals, without needing any training
data.

Currently, we are working on methodologies for learning relevance of information items
from brain signals; and on methodologies for improved information search by leveraging
search history and biosignals. In [1] we use EEG data separated into different views (e.g.,
frequency bands and ERPs) to automatically detect relevance of text information directly
in an information retrieval setup using Bayesian Multi Kernel Learning.
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5.6 Visual recognition of human actions

Analysing human actions in videos has long been an important area of computer vision,
constantly receiving the attention of researchers. Humans and their actions are often
central in deciding the meaning and interpretation of the contents of a given piece of video
material. The human action analysis is used, e.g., in surveillance and patient monitoring
systems, and in various kinds of human-computer interfaces. Applications in information
retrieval are also becoming more common.

Action and gesture recognition from motion capture and RGB-D (RGB and depth) camera
sequences has recently raised considerable research interest. Starting from either video,
motion capture, depth data, or some combination of these modalities, many action and
gesture recognition methods have been applied in various fields. Motion capture (mo-
cap) systems capture human motion with high frequency and accuracy by calculating the
joints’ coordinates and the angular information of the human skeleton using a system
setup consisting of multiple calibrated cameras in a dedicated space. On the other hand,
the recently introduced commodity RGB-D sensors, such as the Microsoft Kinect, provide
depth information along with the RGB video with portability and low cost. Algorithms
have been developed to extract the skeleton model from the depth frames in real-time [1].
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Figure 5.3: An overview of the skeleton-based activity recognition framework.

They provide analogous, albeit noisier, data to mocap, and this enables the action clas-
sification methodologies developed for mocap skeletons to be applied for RGB-D data as
well.

Our approach to skeleton-based activity recognition [2], is to first extract features from
the raw skeletal data of each frame, classify the actions on the frame level, and then build
a model of the whole action sequence by aggregating the frame-wise results to get the final
classification result. Frame-level features are classified with Extreme Learning Machines,
which can provide high accuracy and, at the same time, both classification and the training
of the models are very fast compared to many other non-linear classification methods. A
graphical overview of the classification framework can be seen in Fig. 5.3.

The skeletal features capture the movement of the whole body or a body region, but
are not able to capture hand gestures, which often present meaningful linguistic symbols.
For this reason, we have extended the skeleton-based recognition framework by locating
the hand regions from the RGB-D frames, and extracting histogram of oriented gradients
(HOG) features from these regions [3, 4]. Experiments with the ChaLearn 2013 dataset2

show that the HOG-based hand features provide a valuable addition that can reduce the
overall error rate even with low spatial resolution and the presence of strong motion blur.

Analysis of sign language videos is a very special case of human action analysis as in
sign language the movements and postures carry the very information the signers want
to communicate. This directly defines one type of ground truth against which the results
of video analysis can be evaluated. From the point of computer vision research, sign
language analysis is scientifically interesting as it entails challenging problems involving
complex body movements and skin-coloured articulators that occlude each other. Our
research is targeted at developing automatic video analysis tools that would help the
linguistic research of sign languages. Current sign language research often utilises corpus-
based approaches where large collections of videos would need to be annotated at least
for signs on the basis of information concerning, for example, the locations, shapes, and
movements of the hands producing them [5]. Also non-manual aspects of the videos would
often be of importance. We have made the algorithms and methods developed publicly
availabe in our SLMotion video analysis toolkit [6].

In linguistic analysis the stream of signing is routinely segmented into signs and inter-

2http://gesture.chalearn.org/2013-multi-modal-challenge
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APPROACH  
The concept of information capacity here follows the 
Gaussian channel interpretation of Paul Fitts [6,7,12] but 
applies it to mutual information I(x; y) in movement se-
quence x and its repetition y. I(x; y) denotes the reduction in 
bits in entropy of x when y is known. Since our I(x; y) ex-
cludes most of the uncontrolled movements and inaccura-
cies due to the actor’s inability to repeat the movement pre-
cisely, it provides a measure of the controlled information 
in x and y. Computation is done in five steps (see Figure 2): 

In Step I: Motion Capture, an actor is asked to carry out a 
movement and repeat it as precisely as possible. The motion 
of movement features is sampled. This procedure allows 
users to find natural ways to move—the only demand is that 
the same movement be repeated. In contrast, we believe 
that in some studies of aimed movements, constraining tra-
jectories to end at experimenter-defined targets lowers 
throughputs. In Step II: Complexity Estimation, an auto-
regressive model is fitted to each movement feature. We 
take the residuals as an indicator of its complexity, or its 
“surprisingness.” In Step III: Dimension Reduction, latent 
variable models are fitted to the residuals of x and y, reduc-
ing the co-dependencies among features. Non-linear dimen-
sion reduction is preferred in multi-feature motion data in 
order to avoid overestimation of throughput. In a violinist’s 
movement, for example, it decreases correlation between 
the elbow and the wrist. In Step IV: Temporal Alignment, 
the best alignment of frames between x and y is identified. 
Temporal alignment is necessary in multi-feature data be-
cause the corresponding movement features of x and y may 
be differentially out of sync. In Step V: Mutual Infor-
mation, I(x; y) is calculated by taking the frame-by-frame 
correlations of the model of x and y after dimension reduc-
tion. Throughput is now estimated as I(x; y) per second. 

To assess the potential of the method for research and de-
sign in HCI, we report on three proof-of-concept studies. 
Study I studies information in a ballerina’s performance, 
and Study II analyzes trajectories in aimed movement. 
Study III examines human factors in the bimanual gestur-
ing scenario of the movie Minority Report.  

We conclude by discussing limitations and use in HCI. 

Background: Information in Aimed Movements 
Because of space limitation, we refer the reader to existing 
reviews [7,13,21] and provide only the basics here. For dis-
crete aimed movements, throughput TP is given by 

TP = ID / MT     (1)  

where MT is movement time and ID the index of difficulty. 
It is determined by the width of target W and its distance D:  

 ID = log2 (D / W + 1) [12], and  (2a) 

 ID = log2 (2D / W) [6].   (2b) 

A variant generalizes a constant TP over a range of D and 
W conditions [21]. When MT obeys Fitts’ law, 

MT = a + b ID,     (3)  

throughput is calculated as the slope of Fitts’ model: 

 TP = 1 / b.     (4) 

The benefit of using TP as an index of user performance is 
that it is found to be (relatively) robust to changes in the us-
er’s performance objective, or the speed–accuracy tradeoff. 
For example, trying to reach the target too rapidly results in 
lower accuracy, but TP remains in a constant range. A vari-
ant takes changes in performance objective into account by 
scaling W according to observed inaccuracies: The effective 
width is defined via the distribution of offsets from target 
center We = 4.133 σ [13,17]. Extensions of Fitts’ law mod-
els to continuous aimed movements [1] covered only path 
width and length originally but were later extended to cur-
vature [11]. However, to our understanding, these models 
have no interpretation in information theory. 

Our metric shares with Fitts-TP the Gaussian channel inter-
pretation of movement as a limited transmission channel 
[4]: “information capacity is limited only by the amount of 
statistical variability, or noise, that is characteristic of re-
peated efforts to produce the same response” [6: p. 262]. In 
our metric, changes in direction and velocity during move-
ment determine complexity. As with the idea of We, varia-
bility in trajectories among the repeated efforts affects the 
total complexity of the repeated performance x and y. Our 
metric is also sensitive to changes in performance objec-
tives (Study II).  

Figure 2. Overview of computation steps in calculating information capacity (TP) in full-body movement. 
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Figure 5.4: Overview of computation steps in calculating information capacity (TP) in
full-body movement. Image source: [14].

sign transitions. One of the themes in our work has been developing an automatic system
capable of this. In order to make this goal more concrete and measurable, we have compiled
and published an annotated benchmark data collection for spotting specific signs [7],
based on the video material of the Suvi online dictionary of Finnish sign language3. The
manual segmentation process has often been enhanced with quantitative measurements
concerning the hand movement (e.g. [8]). For this task, the most accurate method has
always been motion capturing with specialised equipment, but it cannot be used for pre-
recorded material and it is always tied to laboratory settings. In [9] we have compared the
motion capture measurements with a computer vision based method that enables tracking
and measuring the motion of the hand and other articulators. Our study showed that the
movement and position information obtained by video analysis is often very accurate.

Typical approaches for hand tracking, based on skin colour segmentation, have difficulties
when the skin blobs are merged because of the hands touching or occluding each other
or the head region. In [10] we proposed and studied a method for detecting hand-head
occlusions that is based on local tracking of skin-coloured points in the neighbourhoods
of the head. The local approach is combined with global tracking of the hand movements
to reduce the number of false positive detections. It is inconceivable to try to understand
sign language without recognising also the handshapes. In our recent study [11], we
studied which visual feature extraction methods would be the most useful for handshape
recognition.

In sign languages the movements and poses of the head in whole as well as those of the
individual facial elements express important communicative, grammatical, prosodic and
emotional information. In [12] we propose a method for automatic detection of the three
head pose angles—yaw, pitch, and roll—from images. The method is based on two kinds
of visual features: tonal segmentation masks of skin-like colours within the face bounding
box. In addition to head pose estimation, in [13] we propose and evaluate methods for
estimating the state of facial elements—eyes, eyebrows and mouth —in the context of sign
language. The applicability of methods is naturally not limited to sign language analysis
even though they have been devised specifically for this application. For example, we have
demonstrated their use for speaker identification in news broadcast videos.

An important part of human-computer interaction research addresses the design of prac-
tical user interface technologies and user studies that evaluate their performance. In

3http://suvi.viittomat.net
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addition, there is also need for theoretical models characterizing the fundamental limits
of different interaction scenarios. In [14], we propose a measure that can be used to study
the capacity of human movement from an information-theoretic point of view. The paper
presents case studies ranging from classical ballet and in-air gesturing to mouse pointing.
A follow-up paper [15] presents an application measuring the security of gesture-based
authentication systems in comparison to conventional symbolic passwords. Further appli-
cations of the metric can be envisioned in, e.g., medical diagnostics, rehabilitation, and
sports science.
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5.7 Speech recognition

Training and adaptation of acoustic models Acoustic modeling in speech tech-
nology means building statistical models for some meaningful speech units based on the
feature vectors computed from speech. In most systems the speech signal is first chunked
into overlapping 20-30 ms time windows at every 10 ms and the spectral representation is
computed from each frame. Commonly used feature vector consist of mel-frequency cep-
stral coefficients (MFCC) or linear predictor (LP) based features. MFCCs are the result
of the discrete cosine transform (DCT) applied to the logarithmic mel-scaled filter bank
energies. LP-based analysis methods model the vocal tract formants more directly. Local
temporal dynamics can be captured by concatenating the first and second order delta
features (time differences) to the basic feature vector.

The acoustic feature sequence is typically modeled using hidden Markov models (HMM).
In a simple system each phoneme is modeled by a separate HMM, where the emission
distributions of the HMM states are Gaussian mixtures (GMMs). In practice, however,
we need to take the phoneme context into account. In that case each phoneme is modeled
by multiple HMMs, representing different neighboring phonemes. This leads easily to very
complex acoustic models where the number of parameters is in order of millions.
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Note that similar models are used for speech recognition as for speech synthesis. Different
training techniques can be used for adapting the model to the task at hand.

Estimating the parameters of complex HMM-GMM acoustic models is a very challeng-
ing task. Traditionally maximum likelihood (ML) estimation has been used, which offers
simple and efficient re-estimation formulae for the parameters. However, ML estimation
does not provide optimal parameter values for classification tasks such as ASR. Instead,
discriminative training techniques are nowadays the state-of-the-art methods for estimat-
ing the parameters of acoustic models. They offer more detailed optimization criteria to
match the estimation process with the actual recognition task. The drawback is increased
computational complexity. Our implementation of the discriminative acoustic model train-
ing allows using several different training criteria such as maximum mutual information
(MMI) and minimum phone error (MPE) [1]. Also alternative optimization methods such
as gradient based optimization and constrained line search [2] can be used in addition to
the commonly used extended Baum-Welch method. Our recent research has concentrated
on comparing the different optimization strategies and finding the most effective ways to
train well-performing robust acoustic models [3, 4].

As accoustic models have a vast amount of parameters, a substantial amount of data is
needed to train these models robustly. In the case a model needs to be targeted to a
specific speaker, speaker group or other condition, not always sufficient data is available.
The generic solution for this is to use adaptation methods like Constrained Maximum
Likelihood Linear Regression [5] to transform a generic model in to a specific model using
a limited amount of data.

The HMM-based acoustic modeling framework of an ASR system can be inverted and
used to generate speech with some modifications. Text-to-speech (TTS) systems take text
prompts as input, predict prosodic elements related to duration and stress, and use the
acoustic models to generate vocoder parameters for synthetic speech. The acoustic models
for TTS are often trained separately for each speaker, and try to capture the expressiveness
of the speech and the personal characteristics of the speaker. Model clustering is used to get
more robust approximations for similar phones, as well as to allow synthesis of previously
unseen phone sequences. In a similar fashion to ASR, an average acoustic model can be
adapted to a new speaker with a small amount of speech data [6]. The speaker-adaptive
system is also very robust against noise in the adaptation data [7]. With high-quality
average voice models, it is possible to create high-quality adapted voices even when there
is a presence of noise in the adaptation data. Beside speaker adaptation, it is possible to
adapt a TTS voice to a different speaking style.

Noise robust speech recognition Reasonably accurate speech recognition has been
possible for years in controlled conditions where the noise levels are low and words are
clearly articulated. The continuously increasing computational power has enabled the
study of complex speech recognition systems trained on thousands of hours of speech
data. The recent advances in neural networks have set the current research trend to-
wards hybrid multilayer-perceptron and HMM structures that are displacing the tradi-
tional HMM-GMM structures as the basis of modern ASR systems. Despite the progress,
the performances of the most complex systems still degrade in the presence noise. The
work presented in this section is focused on methods that model the uncertainty in the
observed or reconstructed (or cleaned) speech features when the clean speech signal is cor-
rupted with noise from an unknown source. In addition to the uncertainty-based methods,
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we have studied in bandwidth extension that aimed to improve the quality of perceived
telephone speech [8].

The missing data methods, which draw inspiration from the human auditory system, are
based on the assumption that the noise corrupted speech signal can be divided into reliable
speech-dominant and unreliable noise-dominant time-frequency regions as illustrated in
Figure 5.5.

Figure 5.5: Logarithmic Mel spectrogram of (a) an utterance recorded in a quiet envi-
ronment and (b) the same utterance corrupted with additive noise. The noise mask (c)
constructed for the noisy speech signal indicates the speech dominated regions in black
and the noise dominated regions in white.

The speech and noise segregation can be simplified to a binary classification problem e.g.
by extracting acoustic features that are important for the auditory organization of speech.
Such features are, for example, interaural time difference and interaural level difference
which measure the differences in arrival time and intensity of a sound signal between two
ears.

A noise robust missing data method based on multifeature mask estimation was introduced
in [9] to counter the detrimental effects of low SNR environments. The article also proposed
retraining acoustic models on imputed data and extensively evaluated several acoustic
features for their ability to discriminate reliable and unreliable mask information. In
addition, two feature reconstruction methods were compared.

Instead of founding the mask estimation on a pre-designed set of features, the set of fea-
tures can be automatically learned via unsupervised training of acoustical patterns with
neural networks. The automatic features may enhance the mask estimation accuracy by
capturing information that the pre-designed features can not capture. A method to au-
tomatically learn the set of features for missing data mask estimation was proposed in
[10] by implementing the Gaussian-Bernoulli restricted Boltzmann machine. The auto-
matic features were derived from cross-correlation vectors computed from bandpass filtered
stereophonic speech signals.

In our missing data approaches, the missing clean speech information is reconstructed ei-
ther by cluster-based imputation or sparse imputation in windows that span several time
frames. The cluster-based imputation is based on modelling the statistical dependencies
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between clean speech features and using the model and the reliable observations to cal-
culate clean speech estimates for the missing values. The imputed missing clean speech
features can also be associated with an approximate posterior distribution to model un-
certainty in the reconstruction. Noise-robust speech recognition based on the approximate
posterior proposed in [11] improved speech recognition performance compared to baseline
cluster-based imputation.

Constraining and adapting language models Early speech recognition systems used
rigid grammars to describe the recognized language. Typically the grammar included a
limited set of sentences used to command the system. Such language models do not
scale for large vocabulary continuous speech recognition. Therefore modern recognizers,
including the Aalto University recognizer, use a statistical language model (LM).

Statistical language models are usually trained on large quantities of newspaper texts.
When large-vocabulary speech recognition is applied in a specialized domain, the vocabu-
lary and speaking style may substantially differ from those in the corpra that are available
for Finnish language. Using additional text material from the specific domain, when
estimating the language model, is beneficial, or even necessary for proper recognition ac-
curacy. In our efforts to improve the recognition of conversational Finnish speech, we have
developed methods to retrieve texts from the Web and select texts which are more likely
to be of a conversational and informal nature [12]. An LM trained on filtered Web data
significantly improves the recognition of conversational speech.

We often want to adapt the LM to a certain topic. Usually we can’t find enough data
to train a reliable standalone topic-specific LM. The standard setting for language model
adaptation is to combine a background model trained on newspaper texts (large text set)
with an adapted model trained on topic-specific texts (small text set).

One focus of our research has been to develop unsupervised language model adaptation for
Finnish speech recognition [13]. We have developed an adaptation framework where the
topic is estimated from first-pass ASR output. Topic-related texts are retrieved from an
online source and used to train a small topic LM which is combined with the background
LM through linear interpolation. The adapted LM is then used in second-pass recognition.

Another focus point has been to adapt the vocabulary to improve the recognition of foreign
words in Finnish speech recognition. This involves detecting foreign word candidates
in topic-specific texts and generating pronunciation variants for them. Adding several
new pronunciation variants to the vocabulary can increase acoustic confusability between
words. A challenge has been to improve recognition of foreign words while maintaining
recognition accuracy of native words intact. We have developed a method to remove
harmful pronunciation variants based on lattice rescoring [14]. Pronunciation variants
which give a net increase of word error rate are removed.

Content based audio retrieval While multimedia content available online in the in-
ternet grows exponentially every day, searches are still often based on textual labels.
Considering the user contributed content in services like YouTube, for instance, searches
can be conducted on clip titles or other key words, but there is yet no possibility to search
in within these clips. More intelligent access would allow a direct and precise access to the
multimedia content. Movies could be searched based on what the actors said, what are the
images in the video, or what are the sounds in the audio track. Imagine a personal media
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clip from wedding parties. With an intelligent search the user could find the moment when
the wedding cake was cut, when the band in the weddings started playing wedding waltz
or the moment of the honeymoon when a lion roared loudly in a safari. In this section,
we focus on the development of new approaches to access information in generic audio
namely content based audio retrieval. With this approach the beginning of the wedding
waltz or roaring of lion could be spotted.

Our research in audio based retrieval addressed first challenges in diversely labeled audio
data, in which users could name sounds freely as they have heard them. Sounds that are
acoustically similar can be labeled with different semantic descriptions depending on the
user and his or her life experiences and preferences. To investigate the issue, we conducted
an analysis that combined the semantic and acoustic aspects. Our results showed that
for a given audio event the acoustically closest neighbor is on the average either one level
higher or lower in the semantic hierarchy [15]. In addition, less than half of the test data
samples had a synonym among the ten samples that were acoustically closest. We have
two main application targets for the joint acoustic semantic analysis of audio. First, the
analysis could be used to develop automatic methods to refine the labeling of diverse real-
world audio. For example acoustically and semantically near neighbors could be given
the same labels. Alternatively, a semantic parent label could be given to sounds that
are acoustically similar, but have unnecessarily detailed labels. The second application
scenario we have already addressed is retrieval based on queries that have both textual
description and an audio example [16]. Figure 5.6 illustrates a query for crickets. In this
case, the text description is simply “crickets” and then an audio example is used to refine
the retrieval with desired sound qualities. In a practical scenario, after an initial textual
search user could pick some examples of hits with desired audio content to retrieve more
audio samples that share some desired qualities with those preferred hits.

Figure 5.6: Illustration of the content based audio retrieval system. Results are shown
for a query of crickets. The query is conducted using both semantic description and an
audio example. The left pane illustrates the case when semantics is weighted more than
the audio example in the query. The left pane illustrates the case when their weight is
equal. Using The equal weight results in more examples with labels other than crickets.
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5.8 Video content analysis for intelligent access

The inference problem in multimedia event detection is to build an automated system
that can learn to determine, using the content of the video clip only, whether a pre-
specified event occurs in a video clip. We have studied multimedia event detection and
related problems while participating in the TRECVID evaluations. In the TRECVID
2013 evaluation [1], the considered multimedia events have included, e.g. “felling a tree”,
“fixing musical instrument”, and “horse riding competition”. The media event detection
system we have implemented in our PicSOM media analysis framework not only detects
events in video clips but also recounts the evidences used to identify the event. These
recountings help the user quickly and accurately locate their event of interest within the
clips detected by the system. The system task is to provide a recounting of the important
evidence that a video clip contains an instance of an event of interest.

In the analysis of TV broadcast material, a particularly important topic is to identify
the persons appearing in the TV programmes to be analyzed. For this purpose, we have
developed a multimodal approach consisting of speaker segmentation, speaker clustering,
and facial clustering.

After the segments of speech in an audio stream have been detected and labelled, it is
important to know if they are composed of only one or several speakers. The aim is to label
each segment with an unique speaker id, so we have to break any multi speaker segments
into unique speaker segments before clustering. The approach we are using is based on
a growing window and the use of the Bayesian Information Criterion (BIC) as a distance
measure. In speaker clustering, we label each speaker turn of the same speaker with
the same label to identify who spoke when. Since the problem of measuring the similarity
between segments is the same as in segmentation, BIC can also be used as a metric here. If
we assume that the previous segmentation has good quality and segments contain only one
speaker, we can perform a standard hierarchical clustering on the segments, by merging
those that are similar as being produced by the same speaker.

When creating a multimodal summary of video content, the identities of the visible persons
play a key role. Even if the names or other exact indicators of the persons cannot be
assigned to the seen faces, it is still useful to identify the persons with some consistent
tags [2]. When creating a summary, these tags can then be used to ensure that each person
will appear in the summary exactly once. The result of the person identification process
can be used as a temporal video segmentation parallel to the speaker segmentation result.
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These segmentations can then be fused to generate a visual–aural summary of the video
and to produce a multimodal person database comprising of facial image and speech voice
sample pairs of the persons included.

The term affect denotes a broad category encompassing feelings, emotions and moods
of humans. There are many application areas for which computational models of affect
would have great value, for example movie indexing and recommendation systems, as well
as image content classification [3].

In [4] we performed a set of experiments to predict affective content for 14 movie clips,
taken from popular mainstream movies made between 1955 and 2009 encompassing several
genres [5]. Ground truth data was collected in a user experiment in which 72 participants
were shown a series of movie clips and asked to assess their stylistic, aesthetic and affective
attributes. The human-provided ratings were then used to train the algorithms used in
the computational prediction. We have made the collected data and low-level features
extracted from the clips publicly available4.

Two prediction methods are compared: multiple linear regression and the recent neural-
network-based Extreme Learning Machine (ELM) [6] algorithm. Our study found that
felt affect was the easiest to predict, while style was the second easiest category to predict,
followed by perceived affect, and lastly, aesthetics. The finding is interesting in the sense
that though both affect and aesthetics are abstract concepts, the former appears to be more
closely linked to low-level features than the latter. Our feature-specific results corroborate
earlier findings that aural features are suited for arousal modelling, and that temporal
features generally perform well in affect modeling.

Another concrete application of affective content prediction is detecting violent scenes in
movies. In 2013 we participated in an international team taking part in the MediaEval
2013 Affect Task [7] which challenged participants to develop algorithms for finding violent
scenes in popular Hollywood movies. The violence detection system combines standard
visual and auditory features together with hierarchical detection system that first detects
a set violence-related concepts such as “blood”, “firearms”, “screams” and “explosions”,
and then uses their outputs as features for the final violence predictor. Both the violence
and mid-level concept classifiers are multi-layer perceptrons utilizing a random dropout
scheme to improve generalization. The system had the best performance in 2012, and
among the best also in 2013.

In the Helsinki Privacy Experiment project we conducted a large-scale longitudinal study
on the effects of ubiquitous surveillance at home. The goal of the project was to understand
the effects of continuous computerized surveillance on individuals, and we instrumented
ten (voluntary) Finnish households with video cameras, microphones, and logging software
for personal computers, wireless networks, smartphones, TVs, and DVDs for a period of 12
months [9]. Our preliminary results [8] expose a range of negative changes in the experience
and behavior of the volunteers. All in all, the project produced over 50 terabytes of rich,
multi-modal data, but the problem is not only the complexity and size of the data, but
the private nature of it: according to the project agreement, only a limited subset of
researchers can have access to the raw data. The data is also not necessarily of very high
quality as, e.g., the video recorded with the web cameras has a very low resolution. We

4http://research.ics.aalto.fi/cbir/data/
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are currently focusing our efforts on the analysis of the audio data, and hope to be able
to give structure to the massive data set through automatic annotation of daily events.

References

[1] Satoru Ishikawa, Markus Koskela, Mats Sjöberg, Jorma Laaksonen, Erkki Oja, Ehsan
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Faisal, Elizabeth Georgii, Jussi Gillberg, Suleiman A. Khan, Juuso Parkkinen,
Sohan Seth, Tommi Suvitaival, Seppo Virtanen, and Erik Aurell’s group in
Stockholm

109



110 F2: Computational Molecular Biology and Medicine

6.1 Introduction

The research activities in F2 involve the development of stochastic models and related
inference algorithms for computational biology and medicine, as well as their application
to real data in collaboration with biological experts. The groups in COIN that have
been involved in F2 have different backgrounds ranging over Biophysics (Aurell), Statis-
tics (Corander) and Machine learning (Kaski). An effort was therefore made to bring the
groups together by holding regular sub-project meetings. These efforts have born fruit in
the form of joint papers, which are now in a stage of submission or already published, as
described below. We foresee many opportunities for future collaborations in this exciting
field. In the last year we have also seen involvement from members of most of the other
research groups in COIN, either by participating in the COIN F2 meetings, or in discus-
sions on future projects, or already in ongoing research.

Pekka Marttinen acted as F2 coordinating postdoc from project start until the summer of
2013, after which Marcin Skwark took over this role. The group of Aurell at Aalto is much
smaller than the ones of Corander and Kaski, but this imbalance has to some extent been
countered by the involvement of Aurell’s second research group at KTH - Royal Institute
of Technology in Stockholm, Sweden.

6.2 Metagenomics

It has become increasingly clear that the species composition and diversity of bacterial
communities are important components of human health. Altogether a human body con-
tains approximately 1-2 kg of bacterial cells by weight, and the numbers of such cells are
typically 1-2 orders of magnitude larger than the number of human cells. The estimation
of the composition of such bacterial communities, as well the composition of samples from
soil and others parts of the environment, is hence an important task which has until very
recently been out of reach. Classically, bacteria were discovered and classified by their
morphology as seen through a microscope, and then characterized in culture. This is how-
ever, even when proper culture conditions are known, not an immediate process, often
requiring about a week or more in a hospital setting, for instance to determine the disease
agent in a bacterial infection.

Modern high-throughput sequencing techniques promise to give an unbiased view of all the
components of a bacterial community, either based on whole genomes or some important
features. Jukka Corander and his group have developed two very accurate Bayesian un-
supervised methods (BeBAC,BACDNAS, see below) for analyzing high-throughput data
on the 16S ribosomal RNA gene which exist in all bacteria and which has been the basis
of many previous classification methods. While this method is state-of-the-art it is also
somewhat slow taking on the order of days of computation time on realistic problems, and
faster though less accurate methods are therefore also of value.

Spectacular progress has been made over the last ten years in sparse signal processing and
especially in compressive sensing, where a source is determined from what is (superficially)
too few observations. After extensive discussion at COIN F2 meetings we have developed
a method SEK which solves the same problem as BeBAC with slightly lower accuracy,
but in seconds. The main idea of SEK is to reduce the data to the abundances of k-mers
(subsequences of finite length) in windows along the 16S gene and then to formulate first
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Figure 6.1: Retrieval of whole metagenome sequencing samples

order moment matching as a sparse reconstruction problem which can be solved efficiently.
Extensions of the method involving higher moment matching and other feature vectors
are under development.

In a parallel development Aurell has started a collaboration on the analysis of com-
pressed sending algorithms in generalized settings with Yoshiyuki Kabashima of Tokyo
Tech, Japan, which has resulted in one joint publication. Prof Kabashima is a co-PI of a
new JSPS/MEXT “Initiative for High-Dimensional Data-driven Science through Deepen-
ing of Sparse Modeling” (http://www.sparse-modeling.jp/index e.html) for which Aurell
is an external advisor. We foresee extensive collaboration with Prof Kabashima and his
group in the coming years.

We are also working on simultaneously extracting species, pathway and enzyme informa-
tion from massive metagenomic datasets using non-negative matrix factorization (NMF).
Unlike traditional NMF, the new algorithm factorizes the data into three matrices, which
capture the species, pathway and enzyme information, respectively. Despite theoretical
non-identifiability concerns, initial results show the method can extract useful information
when given sufficient data.

In another line of work [4] (Fig. 6.1), we have developed a content-based retrieval method
for whole metagenome sequencing samples. We apply a distributed string mining frame-
work to efficiently extract all informative sequence k-mers from a pool of metagenomic
samples, and use them to measure the dissimilarity between two samples. We evaluated
the performance of the proposed approach on two human gut metagenome data sets and
observe significant enrichment for diseased samples in results of queries with another dis-
eased sample.
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6.3 Protein structure prediction by direct coupling analysis

To predict the structure of a protein from its amino acid sequence has been a central
goal of computational biology since the 1970ies. Today this is usually possible if the
protein of interest is similar to another protein for which the structure has been determined
experimentally, an approach known as homology modelling. Ab initio modelling, based
only on the sequence, has however remained an unsolved problem even though the force
fields between amino acids are largely known, and very large computational resources have
been used. One reason for this difficulty is that protein folding happens on a time scale of
microseconds or even milliseconds, and it is therefore inherently hard to “integrate out”
the motion on the atomic level from the scale of picoseconds; another is presumably that
even small inaccuracies in the descriptions of the force fields can matter for such large and
complex processes.

The field has been revolutionized in the last five years when it was realized that the
parameters of exponential models representing the amino acid sequences in a multiple
sequence alignment can be used as very accurate predictors for the spatial proximity of
pairs of amino acids in a structure. By this approach, known as direct coupling analysis,
protein structure prediction is turned into a problem of computational inference. While
we did not invent this approach, we have contributed plmDCA which is the most accurate
stand-alone method available, and which has been taken up by other groups such as
EVfold (http://evfold.org/). The key idea of plmDCA is to learn the model parameters
by a pseudo-likelihood maximization instead of by variational inference, as would otherwise
seem natural for an exponential family, see e.g. [1]. Marcin Skwark, in work done before
but published after he joined COIN, is the lead author of an ensemble method PconC
which combines plmDCA and other predictors to achieve the highest published method
accuracy to date.

Over the last year we have developed a new version of plmDCA which is many times
faster than the previous method by using a different output routine [4]. We have also, for
the first time, introduced more than bi-linear (pair-wise) terms in the exponential model
and shown that this leads to prediction accuracy comparable to PconC, but with a stand-
alone method [5]. Marcin Skwark, Erik Aurell, Jukka Corander and Johan Pensar have an
ongoing project to develop a Bayesian approach to the same problem, and to evaluate it
against plmDCA and other methods, and potentially also to include it in a metapredictor
such as PconC.
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The world-wide protein structure prediction community organizes the bi-annual CASP
competitions where a COIN team led by Marcin Skwark plans to particpate this year.
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6.4 Computational inference for microbiology and infec-
tious disease epidemiology

Bacteria and viruses are an inevitable part of all life on earth, but they also pose a
considerable threat to human and animal health. Recently, resistance to antimicrobial
agents has become a widespread problem in health care, in particular nosocomial infections
have escalated in certain regions, causing significant losses of human life. One of the major
reasons for rapid spread of antibiotic resistance is horizontal gene transfer through bacterial
recombination, which allows acquisition of novel genome elements from other evolutionary
lineages within a named species or alternatively from other species. Recombination plays
also a central role in the adaptation of bacteria into novel niches. We have developed
statistical methods for the study of recombinogenic bacteria by using either limited core
gene variation or whole-genome sequences. Given the high rate of diversification of many
bacteria, whole-genome data pose a tremendous challenge for inference algorithms when
horizontal gene transfer needs to be acknowledged or explicitly modeled. Our Bayesian
population genomic methods implemented in software packages BAPS and BratNextGen
have gained considerable popularity for analyses of bacterial genome data. Given that a
single multiple genome alignment may contain up to hundreds of thousands of variable
positions and currently even thousands of bacteria, fitting Bayesian models to such data
cannot be reliably done using any standard algorithms such as Gibbs sampler or basic
Metropolis-Hastings. Our most recent update to the stochastic optimization algorithm in
BAPS software has made model fitting an order of magnitude faster for large genome data
sets, compared to the earlier version. Similarly, the use of large-scale parallel computation
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has enabled the method implemented in BratNextGen to become the fastest available
Bayesian method for estimating recombinations in bacterial genome data. The other
currently available Bayesian methods are applicable only to data sets that are an order
of magnitude smaller than those still handled by BratNextGen. Using these statistical
tools in collaboration with biologists, we have made several important discoveries about
the evolution of bacteria and transmission of resistance. In particular the two recent
papers published in Nature Genetics present analyses of the largest bacterial sequence
data sets ever produced, and highlight the importance of scalable inference methods to
enable biological breakthroughs.
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6.5 Probabilistic models of gene expression dynamics and
RNA-seq

Transcript isoform level RNA-seq data analysis We have developed BitSeq, a
Bayesian probabilistic method for analysis of RNA-sequencing (RNA-seq) data on the level
of alternatively spliced transcript isoforms. BitSeq consists of two stages: in stage 1 we
estimate the expression level of different transcripts, while in stage 2 we perform differential
expression testing on isoform level utilising information from biological replicates. The
BitSeq model is based on probabilistically assigning the reads to their transcripts of origin,
taking fully into account multiply mapping reads, sequencing errors, as well as biases in
the sequencing process. As illustrated in Figs. 6.2 and 6.3, BitSeq has state-of-the-art
performance in both of these problems. Our paper [1] was the first to present a solution
to the latter problem.
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Figure 6.2: Comparison of BitSeq expression estimation accuracy (stage 1) using synthetic
data.

0.00 0.05 0.10 0.15 0.20
FPR

0.0

0.2

0.4

0.6

0.8

1.0

TP
R

BitSeq
DESeq
edgeR
BaySeq
Cuffdiff

Figure 6.3: ROC curve from a comparison of BitSeq differential expression estimation
accuracy (stage 2) using synthetic data.

More recently, we have applied a modern Riemannian collapsed variational Bayesian (VB)
learning algorithm to the estimation of the model [2]. The VB algorithm can produce
equally accurate estimates of mean expression as the original Gibbs sampler in significantly
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shorter time, but the underestimation of variance makes differential expression analysis
less reliable.

Modelling gene transcription and expression dynamics using Gaussian pro-
cesses Gaussian processes (GPs) are an ideal tool for modelling genomic time series
which are often short and unevenly sampled. In our earlier work we combined GPs with a
linear ordinary differential equation model of gene transcription and used this model very
successfully in ranking candidate targets of gene regulators called transcription factors
(TFs) [3].

In [4], the same work is extended to non-linear regulation models with multiple regulators.
Example model fits are illustrated in Fig. 6.4 and an evaluation of the accuracy of the
regulator predictions in terms of percentage of predicted targets with evidence of TF
binding near the gene is shown in Fig. 6.5.
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Figure 6.4: Illustration of modelling cooperatively gene regulation by two TFs. Red crosses
show target gene expression data (12 time points) and blue lines show model predictions
and associated credible regions. In the top row we show the activity profiles for each TF
which are inferred during the training phase by fitting a regulation model on a network of
known structure. In the bottom row we show the model fit during genome-wide scanning
for this target gene. We show the target mRNA concentration profile inferred by fitted
models of (a) regulation by BAP only, (b) regulation by MEF2 only and (c) regulation
by BAP and MEF2. The candidate gene is confirmed as a joint target by independent
ChIP-chip studies.

In [5], we have applied GPs to model the dynamics of RNA polymerase II (pol-II) in gene
transcription. The model can be used to compute RNA transcription speed and infer the
temporal pol-II activity at the gene promoter. We used the inferred promoter activity
profile to determine genes that are responding in a coordinated manner to stimuli and
are therefore potentially co-regulated. Employing this kind of modelling can significantly
increase the accuracy of regulatory network inference in rapid signalling systems, where
transcriptional and other delays in the system would otherwise make it difficult to reliably
link causes and effects.
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(a) Predicting regulation by one TF (b) Predicting regulation by two TFs

Figure 6.5: Enrichment of confident regulator predictions for ChIP binding. Plots show
percentage of top ranked confident regulator predictions that had confirmed bindings by
predicted regulators within 2000 base pairs of the putative target gene. Predictions were
ranked by the posterior probability of (a) regulation by any single regulator; or (b) joint
regulation by any two regulators. Both plots include rankings according to the marginal
posterior probability of a set of regulators being active computed over all 25 models of 5
regulators (dark blue bars), posterior probability over a restricted set of models ignoring
all other TFs leaving 2 models for single regulator and 4 models for two regulators (light
blue bars) as well as maximum likelihood-based baseline model (yellow bars) and the
Inferelator (red bars), compared to predicting regulators uniformly at random (blue line;
link probability 0.5). p-values of results statistically significantly different from random
are denoted by ‘***’: p < 0.001, ‘**’: p < 0.01, ‘*’: p < 0.05.
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6.6 Probabilistic models of multiple data sources

Chemical systems biology Analysis of genome-wide effects of drugs is a central chal-
lenge for developing and tailoring modern treatments. Here the Connectivity Map (CMap)
data set is particularly useful; it is a publicly available large collection of high-throughput
molecular profiling measurements from drug-treatments on human cancer cell lines. We
have addressed the problem of modelling the relationships between chemical structures
of drugs causing specific gene expression responses. We started with Canonical corre-
lation analysis to detect statistical dependencies between chemical descriptors and gene
expression measurements [7], Figure 6.6. Later, we applied the novel multi-view data
integration method (see C2), group factor analysis, to study multiple cancer types [6], cre-
ating testable predictions, and extended the work further to take into account the tensorial
nature (drugs, genes, cancers) into account.

Figure 6.6: Data-driven search for statistical relationships between Chemical space (formed
of VolSurf features) and Drug response space (gene expression).

In toxigenomics the goal is to identify associations between gene expression responses
and toxicological outcomes, of drugs or more generally any potentially toxic chemicals.
We participated [10] in the CAMDA 2013 toxicogenomic challenge where we detect cross-
organism toxicogenomic associations based on group factor analysis (C2) and are finalizing
work on a probabilistic toxicogenomics approach that effectively predicts human in vitro
toxicity based on transriptomic response data from drug-treatments.

Metabolomics Metabolomics, analysis of metabolite levels in an organism, shares with
genomics the problem of large p, small n, of having a large number p of potentially impor-
tant variables compared to the sample size n. Probabilistic modelling and integration of
evidence from multiple sources help solve the problem. We have developed more accurate
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methods for quantifying metabolite levels from mass spectrometry, by combining multiple
observations (mass spectrometry peaks) from the same molecules [11] and from correlat-
ing molecules (on-going work), in collaboration with University of Glasgow (Dr. Simon
Rogers).

Genome-wide association studies A typical genome-wide association study (GWAS)
searches for associations between single nucleotide polymorphisms (SNPs) and a univariate
phenotype. However, there is a growing interest to investigate associations between ge-
nomics data and multivariate phenotypes, for example in gene expression or metabolomics
studies.

Our work [8] is the first comprehensive comparison of existing approaches to GWASs with
a rich phenotype using metabolite data. Motivated by this comparison we developed a
new approach [9] that simultaneously tackles covariance in the high-dimensional phenotype
induced by structured noise, and covariance induced by genes affecting multiple phenotype
variables. The new approach detects new associations (with replications in other data) that
are invisible to previous methods. Replication results for two new associations discovered
with the new method are presented in Figure 6.7. Weak effects are the quintessential
problem of GWASs: single covariates explain a small amount, less than ≈ 1%, of the
variance of the target variables. In our unpublished work we address the problem of
weak effects in a multiple-output regression setup and improve performance in genomic
prediction by introducing a new principle of sharing information between the regression
model and the explain-away model.

Personalized medicine With the recent biotechnological advances in large scale molec-
ular profiling of cells (either extracted from patients or grown in cultures), it is now pos-
sible to build and test computational models for in-depth analysis of molecular biology
of the disease and to predict most effective medicine. Hence, at the core of personalized
medicine there is a computational problem: Given a set of molecular profiles of cells, for
which some measurements of treatment outcomes exist, predict treatment outcomes for a
new cell [2]. We have, in collaboration with the Institute for Molecular Medicine Finland
FIMM, developed novel probabilistic multi-source machine learning methods (see C2) and
demonstrated the usefulness of these methods in the competition NCI-DREAM 2012 Drug
Sensitivity Prediction Challenge. Our methods showed the best predictive performance
by outperforming other state-of-art methods proposed by 41 international teams [3]. The
specific goal of the crowd-sourced competition was to predict effectiveness of the drugs
on new cells based on omics measurements. Our method showed that combining multiple
sources of information for the cells with the appropraite use of prior biological knowlegde,
is essentially the key to make personalized predictions in cancer.

We further extended this line of research by proposing novel methods (see C2) that not
only uitilize the omics measurements but can additionally incorporate chemical properties
of drugs. This is necessary for making predictions for new drugs on existing cells; a step
towards in-silico drug discovery for cancer. We showed that supplementing the models
with chemical properties of the drugs improved the prediction performance [5]. More
recently, we addressed a novel task of predicting responses of completely new drugs on new
cells, in collaboration with Institute for Molecular Medicine Finland FIMM (manuscript
submitted). This task challenging and required several different types of side information
sources to enhance the prediction performance.
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Figure 6.7: Genes XRCC4 and MTHFD2L were found to be associated with lipid
metabolism. The well-known LIPC lipid locus is also shown for reference. Each panel
shows the identified phenotype combination plotted against the genotype combination.
The left column shows results in the NFBC1966 data set, in which the associations were
detected. The center and right columns show replication results with the YFS and FIN-
RISK data sets, where coefficient matrices learned with the NFBC1966 data were used to
form the variable combinations.

Retrieval of relevant experiments We introduced the concept of retrieval of exper-
iments (details in C2) motivated by the question of how to maximally benefit from the
public repositories of molecular biological data. The motivation is that when a biologist
makes a new experiment, such as a gene expression measurement, it would be useful to
relate the results to earlier research, at best on the level of actual measurement data,
and the data are available in the current large databases. This is content-based search,
complementing the standard annotation-based searches, but content-based search where
it is crucial to capture existing biological knowledge in the relevance metric. That we
do based on probabilistic latent variable models that captures both relevant activity in
the data and prior information, and retrieval is then performed in the model space. In
addition to providing relevant search results, the model-based method helps in interpre-
tating the results. For example, a previously unknown connection between SIM2s gene
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and malignant mesothelioma suggested by the model was experimentally validated [1].
Another model was introduced for targeting the search specifically to relevant regulatory
relationships between genes [4]. We have additionally applied the model-based retrieval
framework to drug connectivity mapping, where the task is to find similar drugs from
the CMap database based on their expression profiles. By using group factor analysis
(see C2) to separate specific and shared effects between the multiple available cell lines we
achieved superior retrieval performance compared to earlier connectivity mapping methods
(manuscript submitted).
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[47] M. Ekeberg, C. Lövkvist, Y. Lan, M. Weigt, E. Aurell. Improved contact prediction
in proteins: Using pseudolikelihoods to infer Potts models Phys. Rev. E 87: 012707,
2013



Publications of COIN 2012-2013 127

[48] S. Enarvi and M. Kurimo. A Novel Discriminative Method for Pruning Pronuncia-
tion Dictionary Entries. In Proceedings of the 7th International Conference on Speech
Technology and Human-Computer Dialogue (SpeD 2013), pages 113–116, 2013.

[49] S. Enarvi and M. Kurimo. Studies on Training Text Selection for Conversational
Finnish Language Modeling. In Proceedings of the 10th International Workshop on
Spoken Language Translation (IWSLT 2013), pages 256–263, 2013.

[50] A. Faisal, J. Gillberg, J. Peltonen, G. Leen, and S. Kaski. Sparse Nonparametric
Topic Model for Transfer Learning. In Proceedings of 20th European Symposium
on Artificial Neural Networks, Computational Intelligence and Machine Learning,
pages 269–274, 2012.

[51] R. Gauriot, L. Gunaratnam, R. Moroni, T. Reinikainen, and J. Corander. Statistical
challenges in the quantification of gunshot residue evidence. Journal of Forensic
Sciences, 58(5): 1149–1155.

[52] J.F. Gemmeke, and U. Remes. Missing-Data Techniques: Feature Reconstruction.
In Techniques for Noise Robustness in Automatic Speech Recognition, pages 399–432,
John Wiley & Sons, Ltd, 2012.

[53] E. Georgii and K. Tsuda. Density-Based Set Enumeration in Structured Data. In
Statistical and Machine Learning Approaches for Network Analysis, pages 261–301.
John Wiley & Sons, Inc., 2012.
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editors. Proceedings of the Fifth Workshop on Information Theoretic Methods in
Science and Engineering (WITMSE-2012), 2012.
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[209] M. Vehkaperä, Y. Kabashima, S. Chatterjee, E. Aurell, M. Skoglund, L. Rasmussen.
Analysis of Sparse Representations Using Bi-Orthogonal Dictionaries. In Proceed-
ings of the 2012 IEEE Information Theory Workshop, pages 647-651, Lausanne,
Switzerland, September 2012.

[210] V. Viitaniemi, M. Karppa, J. Laaksonen, and T. Jantunen. Detecting hand-head
occlusions in sign language video. In Proceedings of the 18th Scandinavian Confer-
ence on Image Analysis, volume 7944 of Lecture Notes in Computer Science, Espoo,
Finland, Springer Verlag, June 2013.

[211] S. Virpioja, P. Smit, S.-A. Grönroos, and M. Kurimo. Morfessor 2.0: Python Im-
plementation and Extensions for Morfessor Baseline. Aalto University publication
series SCIENCE + TECHNOLOGY, 25, pp. 38, 2013.



140 Publications of COIN 2012-2013

[212] S. Virtanen, Y. Jia, A. Klami, and T. Darrell. Factorized multi-modal topic model.
In Nando de Freitas and Kevin Murphy, editors, Proceedings of the Twenty-Eighth
Conference on Uncertainty in Artificial Intelligence, pages 843–851, Corvallis, Ore-
gon, AUAI Press, 2012.

[213] S. Virtanen, A. Klami, S.A. Khan, and S. Kaski. Bayesian group factor analy-
sis. In Neil Lawrence and Mark Girolami, editors, Proceedings of the Fifteenth
International Conference on Artificial Intelligence and Statistics, volume 22 of
JMLR W&CP, pages 1269–1277. JMLR, 2012. Implementation in R available at
http://research.ics.aalto.fi/mi/software/CCAGFA/.

[214] K. Watanabe, T. Roos, and P. Myllymäki Achievability of asymptotic minimax
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