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Preface

The Centre in Computational Inference Research (COIN, laskennallisen päättelyn tutki-
musyksikkö) was nominated as one of the national Centres of Excellence (CoE) by the
Academy of Finland for the period 2012 - 2017. It is financed by the Academy, Aalto
University, University of Helsinki, and Nokia Co. This Biennial Report covers the activities
of COIN during the years 2014 and 2015.

COIN operates within three departments of two universities: Department of Computer
Science (CS), of the School of Science of Aalto University, and the departments of Com-
puter Science (CS) and Mathematics and Statistics (MS) of the University of Helsinki.
The majority of COIN’s researchers have a double affiliation with the Helsinki Institute
for Information Technology HIIT, which is a joint department of the two universities.
Academy Professor Samuel Kaski is the director of COIN since 2015 and Professor Jukka
Corander the vice director; until 2014 COIN was directed by Aalto Distinguished Professor
Erkki Oja and Samuel Kaski was the vice director. COIN consists of six research groups,
two led by Kaski and Corander, and the others by Professors Ilkka Niemelä, Erik Aurell
(jointly between Aalto and the Royal Institute of Technology in Stockholm, Sweden), Petri
Myllymäki, and senior researcher Jorma Laaksonen.

By end 2015, COIN has published 455 peer-reviewed papers. Highlights of 2014-2015
include: Organization of one of the main machine learning conferences AISTATS, chaired
by Kaski and Corander, in Iceland, in 2014; 25 COIN doctoral students graduated; Kaski
was selected as an Academy Professor for 2016-2020; Corander received the Cozzarelli
Prize for excellent and original scientific publication in PNAS, 2014; and Myllymäki was
selected as the director of HIIT, 2015-2019.

During 2014-2015 the Scientific Advisory Board of COIN, consisting of Professors
Adnan Darwiche, Dan Geiger and Roderick Murray-Smith, met on May 8, 2014 and
September 2, 2015.

Samuel Kaski Jukka Corander

Academy Professor Professor
Director, COIN Vice-Director, COIN
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Jääskinen, Väinö; M.Sc. Doctoral student

Kohonen, Jukka; M.Sc. Doctoral student
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ESANN 2015, European Symposium on Artificial Neural Networks, Bruges, Belgium,
2015.
ICANN 2014, International Conference on Artificial Neural Networks, Hamburg,
Germany, 2014.
WSOM 2014, Workshop on Self-Organizing Maps, Mittweida, Germany, 2014.

• Speaker:
EEE VIS 2014, IEEE Visual Analytics Science and Technology, IEEE Information
Visualization, and IEEE Scientific Visualization, Paris, France, 2014.
CML 2014, International Conference on Machine Learning, Beijing, China, 2014.
AAAI 2014, AAAI Conference on Artificial Intelligence, Quebec City, Canada, 2014.
NIPS 2014, International Conference on Neural Information Processing Systems,
Montreal, Canada, 2014.
Statistics for big data meeting of the International Biometric Society, British and
Irish Region (IBS-BIR), London, United Kingdom, 2014.

• Member of editorial board of scientific journals: Neural Processing Letters, Germany,
2014–2015.

• Indo-Dutch Joint Research Programme for ICT, Reviewer of funding application,
The Netherlands, 2014.

• Opponent at University of California Merced, Maksym Vladymyrov, United States,
2014.

Professor Tapani Raiko:

• Invited speaker, Visual Forum, Gothenburg, Sweden, 2015.

• Opponent at Örebro University, Martin Längkvist, Sweden, 2015.

• Opponen at Chalmers University of Technology, Olof Mogren, Sweden, 2015.

Dr. Jussi Rintanen:

• Program Committee Member:
International Joint Conference on Artificial Intelligence, Buenos Aires, Argentina,
2015.
AAAI Conference on Artificial Intelligence, Austin, Texas, USA, 2015.
AAAI Conference on Artificial Intelligence, Canada, 2014.
European Conference on Artificial Intelligence, Czech Republic, 2014.
International Conference on Theory and Applications of Satisfiability Testing, Aus-
tria, 2014.
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International Conference on Principles of Knowledge Representation and Reasoning,
Austria, 2014.
European Conference on Logic in Artificial Intelligence, Portugal, 2014.

Professor Teemu Roos:

• Program Committee Chair:
Eighth Workshop on Information Theoretic Methods in Science and Engineering,
Copenhagen, Denmark, 2015
Seventh Workshop on Information Theoretic Methods in Science and Engineering,
Hawaii, USA, 2014

• Program Committee Member:
IEEE International Conference on Data Mining (ICDM-2014)
Conference on Uncertainty in Artificial Intelligence (UAI-2014 and 2015)
Textual Trails: Transmissions of Oral and Written Texts, 2014
International Joint Conference on Artificial Intelligence (IJCAI-2015)

• Speaker:
E-Philology Lecture Series, Paris, France, 2015
Evolutionary Analysis Beyond the Gene, Chicheley, UK, 2014
2015 Information Theory and Applications Workshop
Transmission of Texts in Late Medieval and Early Modern Europe. Tools and Tech-
niques for Dealing with Complicated Textual Traditions, Rome, Italy, 2015
PhD Training School: Atelier Tekstvariatie, Amsterdam, Netherlands, 2015
Statistics and Operations Research Center (STOR-i) seminar, Lancaster, UK, 2015
2nd International Conference on Algorithms for Computational Biology, Mexico City,
Mexico, 2015
USC Ming Hsieh Department of Electrical Engineering Seminar. Los Angeles, USA,
2015

• Reviewer:
the Royal Statistical Society, 2014
International Conference on Artificial Intelligence and Statistics (AISTATS-2014 and
2015)
NIPS-2014 and 2015
The Seventh European Workshop on Probabilistic Graphical Models (PGM-2014)
Methods in Ecology and Evolution, 2014
IEEE Transactions on Knowledge and Data Engineering, 2014
IEEE Transactions on Information Theory
IEEE Transactions of Pattern Analysis and Machine Intelligence, 2015
ACM Transactions on Knowledge Discovery from Data, 2015
Machine Learning, 2015
Bayesian Analysis, 2015
Journal of Machine Learning Research

• Book proposal reviewer, Morgan Kaufmann Publishers, 2014

• Guest Editor of Literary and Linguistic Computing, Special Issue on Studia Stem-
matologica

• Evaluation of applications for the Swiss National Science Foundation, 2014
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Dr. Zhirong Yang:

• Reviewer:
The International Conference on Machine Learning (ICML) 2015
The journal of Data Mining and Knowledge Discovery, 2015
IEEE Signal Processing Letters, 2015
IEEE Transactions on Image Processing, 2015
Entropy, 2015
Artificial Inteliigence, 2015
The 29th Annual Conference on Neural Information Processing Systems (NIPS),
2015
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Important domestic positions of academic service by personnel of the
unit

Professor Jukka Corander:

• President, The Finnish Society of Biostatistics, 2013–2016.

• Vice-director, Department of Mathematics and Statistics, University of Helsinki,
Finland, 2010–

• Board member of Faculty of Sciences, University of Helsinki, 2014–2017

• Research Program director, Helsinki Institute of Information Technology (HIIT),
2015–

• Board member of the DOMAST Doctoral Programme in Mathematics and Statistics,
2013–

• Board member of Helsinki Institute of Life Science, 2015–

• Docentship application evaluator:
Marko Laine, Lappeenranta University of Technology, 2014.
Antti Solonen, Lappeenranta University of Technology, 2014.

• Evaluator of assistant/associate professor candidates in applied mathematics, Tam-
pere University of Technology, 2014.

• Invited talks:
SMBE Satellite conference on reticulated microbial evolution, Kiel, Germany, 2014.
14th Geilo Winter School. Geilo, Norway, 2014.
26th Sigrid Juselius International Symposium: Emerging Infections, Finland, 2015.
Mathematical and Computational Evolutionary Biology conference, France, 2015.
8th International Congress on Industrial and Applied Mathematics, Beijing, 2015.
Genome Science 2015, Birmingham, 2015.

Professor Samuel Kaski:

• Statistics Finland, Member of the Advisory Board

• Chairman of Board of Directors, CSC - IT Center for Science, 2012-2015

• Director, Helsinki Institute for Information Technology HIIT, 2010-2015

Professor Mikko Kurimo:

• Program Committee member: Fonetiikan päivät 2015, Aalto, Finland

Professor Petri Myllymäki:

• Director, Helsinki Institute for Information Technology HIIT, 2015-2020

• Director of the Helsinki Doctoral Education Network in Information and Communi-
cations Technology (HICT)

• Member of the National Committee for Research Data Management

• Expert member of a Big Data working group, Academy of Finland, The Computa-
tional Science Programme
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• Member of the Steering Group of the Doctoral School in Natural Sciences, University
of Helsinki

• Academic Coordinator of the Data to Intelligence (D2I) research programme, Digile,
2011-2016

• Member of the Council of the Faculty of Science, University of Helsinki

• Director of the Helsinki Doctoral Programme in Computer Science and Engineering
(Hecse), 2011-2015

• The Finnish Academy of Technology, member 2013–

• Invited speaker: Oivalluksia 6 - Data to Intelligence, 2014

Doc. Antti Honkela:

• Deputy Board Member of Helsinki Institute for Information Technology (HIIT), 2014

• Board Member of Helsinki Institute for Information Technology (HIIT), 2015–

Doc. Jorma Laaksonen:

• Opponent at the doctoral dissertation of Ekaterina Riabchenko, Lappeenranta Uni-
versity of Technology, 2015

• Pre-examiner of a doctoral thesis, Lappeenranta University of Technology, 2014

Doc. Jaakko Peltonen:

• Speaker: Sino-Finnish Summer School on Social Media Data Analysis, Tampere,
Finland, 2014

• Pre-examiner of a doctoral thesis in University of Turku, Seppo Pulkkinen, Finland,
2014

Professor Tapani Raiko:

• Invited speaker:
Sodankuva murroksessa? - Hybridisodankäynti ja disruptiiviset teknologiat
Slush
Teknologia’15

Professor Teemu Roos:

• Tenure-track assistant professorship position working group, Department of Com-
puter Science, University of Helsinki, 2014

• Chair of Helsinki Distinguished Lecture Series on Future Information Technology,
2013-2015
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Research visits abroad by personnel of the unit

• Erik Aurell: Chinese Academy of Sciences, Beijing, 1 month. Research visit, 2015

• Jukka Corander: Sanger Institute, UK, 0.5 months. Research visit, 2015

• Gino Del Ferraro:
Chinese Academy of Science, Beijing, 1 month. Research visit, 2015
Gino Del Ferraro, University of Cuba, 1 month. Research visit, 2015

• Martin Gebser: Several research visits to University of Potsdam, Germany, 2014

• Antti Honkela: University of Manchester, UK. Research visit, 2015

• Tomi Janhunen: Several research visits to University of Potsdam, Germany, 2014-
2015

• Matti Järvisalo: Linköping University, Sweden. Research visit, 2015

• Samuel Kaski:
University of Kyoto, Japan, 3 months
Several research visits to UCL, UK, 2014-2015

• Antti Kangasrääsiö: University of Kyoto, Japan, 2 months. Research visit, 2015

• Arto Klami: Amazon Development Center Berlin, 3 months. Research visit, 2015

• Mikko Kurimo:
Radboud University, Netherlands. Research visit, 2015
KTH Tukholma, Sweden. Research visit, 2015
Johns Hopkins University, USA. Research visit, 2014
Universidad Politechnica de Madrid, Spain. Research visit, 2014
University of Antwerpen, Belgium. Research visit, 2015
Tallinn University of Technology, Estonia. Research visit, 2015

• Janne Leppä-aho: University of California, Berkeley, 3 months. Research visit, 2015

• Pekka Marttinen:
Harvard University, USA, 6 months. Research visit, 2014
Imperial College London, UK, 0.5 months. Research visit, 2014

• Pekka Parviainen: Kunliga Tekniska Höskolan, Sweden. Research visit, 2014

• Jaakko Peltonen:
Several research visits to Biological Research Center of the Hungarian Academy of
Sciences, Szeged, Hungary, 2015
Schloss Dagstuhl Leibniz-Zentrum fur Informatik, Germany. Research visit, 2015
University of Pittsburgh, Pittsburgh, USA. Research visit, 2015

• Tapani Raiko:
Several visits to University of Denmark, 2015
University of Montreal, Canada, 5 months. Research visit, 2014

• Teemu Roos:
Finnish Institute in Rome (Villa Lante), 10 days. Research visit, 2014
University of California Berkeley, USA, 6 weeks. Research visit, 2015
University of Southern California, USA, 3 weeks. Research visit, 2015

• Lu Wei: Harvard University, USA, 5 months. Research visit, 2015
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Research visits by foreign researchers to the unit

Long research visits (more than two weeks)

• Tanel Alumäe, Dr., Tallinn University of Technology, Estonia, 2014

• Brian Arnold, Prof., Harvard University, 2015

• Wray Buntine, Prof., Monash University, Australia, 2015

• Eduardo Dominguez Vasquez, Dr., University of Cuba, 2015

• Spiros Georgakopoulos, University of Thessaly, Greece, 2015

• Andrej Gisbrecht, Bielefeld University, Germany, 2014

• Akmal Haidar, Dr., University of Montreal, Canada, 2015

• David Hofmeyer, Dr., Lancaster University, United Kingdom

• Simon King, Dr., University of Edinburgh, UK, 2014

• Alejandro Lage-Castellanos, Dr., University of Cuba, 2015

• Hiroshi Mamitsuka, PhD, University of Kyoto, Japan, 2014

• Nicos Pavlidis, Dr., Lancaster University, UK, 2014

• Jose Moreno Pimentel, Universidad Politechnica de Madrid, Spain, 2014

• Alan Saul, University of Sheffield, UK, 2014

• Alexander Schulz, Bielefeld University, Germany, 2014

• Weitao Sun, Dr., Zhou Pei-Yuan Center for Applied Mathematics, Tsinghua Uni-
versity, Beijing, 2015

• Yingying Xu, Tokyo Institute of Technology, Japan, 2015

• Fan Yang, Xiamen University, China, 2014

• Xiao Yang, Dr., Yale University, USA, 2014

• Ming Yi, Dr., Wuhan Institute of Physics and Mathematics, Chinese Academy of
Sciences, China, 2015

• Hai-Jun Zhou, Dr., Chinese Academy of Sciences, China, 2015

Short research visits

• Florence d’Alché-Buc, Télécom ParisTech, 2014

• Cedric Archambeau, Amazon, Germany, 2014

• Armin Biere, Prof., Johannes Kepler University, Linz, Austria, 2014

• KyungHyun Cho, Prof., New York University, USA, 2015

• Corinna Cortes, Dr., Google, USA, 2014
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• James Cussens, Dr., University of York, UK, 2015

• Martin Gebser, Prof., University of Potsdam, Germany, 2015

• Anna Goldernberg, Toronto University, Canada, 2014

• Susanne Graf, Dr., CNRS, Greboble, France, 2014

• Gustaf Eje Henter, Dr., University of Edinburgh, UK, 2015

• Kaspar Hornbaek, Copenhagen University, Denmark, 2014

• Vinay Jethava, Dr., Chalmers, Sweden, 2014

• Roland Kaminski, University of Potsdam, Germany, 2014

• Helen McNally, Prof., Purdue University, USA, 2015

• Brandon Malone, Dr., Max Plank Institute for Biology of Ageing, Germany, 2015

• Sara Mostafavi, University of British Columbia, 2014

• Roderick Murray-Smith, Prof., Glasgow, Scotland, 2015

• Ann Nicholson, Prof., Monash University, Australia, 2015

• Philipp Obermeier, University of Potsdam, Germany, 2014

• Max Ostrowski, University of Potsdam, Germany, 2014

• Max Ostrowski, University of Potsdam, Germany, 2015

• Razvan Pascanu, Dr., Google DeepMind, UK, 2015

• Jeroen de Ridder, TU Delft, The Netherlands, 2014

• Torsten Schaub, Prof., University of Potsdam, Germany, 2014-2015

• Sebastian Schellhorn, University of Potsdam, Germany, 2014

• Kana Shimizu, AIST, Japan, 2014

• Evgenia Ternovska, Prof., Simon Fraser University, Canada, 2015

• Ottokar Tilk, Tallinn University of Technology, Estonia, 2014

• Maria Uther, Prof., University of Winchester, UK, 2015

• Philipp Wanko, University of Potsdam, Germany, 2015

• Ole Winther, Dr., DTU, Denmark, 2014

• Yoshihiro Yamanishi, Kyushu University, Japan, 2014

• AIST researchers: Kana Shimizu, Goichiro Hanaoka, Tadanori Teruya, Koji Nuida,
Nuttapong Attrapadung and Takahiro Matsuda, Japan, 2015
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Foundations and Advances in Deep Learning

Kyunghyun Cho

Doctoral dissertation for the degree of Doctor of Science in Technology on the 21st of
March 2014

External examiners:
Hugo Larochelle, Prof.
James Bergstra, Dr.
Opponent:
Nando de Freitas, Prof.

Abstract:
Deep neural networks have become increasingly popular under the name of deep learning
recently due to their success in challenging machine learning tasks. Although the popu-
larity is mainly due to recent successes, the history of neural networks goes as far back
as 1958 when Rosenblatt presented a perceptron learning algorithm. Since then, various
kinds of artificial neural networks have been proposed. They include Hopfield networks,
self-organizing maps, neural principal component analysis, Boltzmann machines, multi-
layer perceptrons, radial-basis function networks, autoencoders, sigmoid belief networks,
support vector machines and deep belief networks.

The first part of this thesis investigates shallow and deep neural networks in search of
principles that explain why deep neural networks work so well across a range of applica-
tions. The thesis starts from some of the earlier ideas and models in the field of artificial
neural networks and arrive at autoencoders and Boltzmann machines which are two most
widely studied neural networks these days. The author thoroughly discusses how those
various neural networks are related to each other and how the principles behind those
networks form a foundation for autoencoders and Boltzmann machines.

The second part is the collection of the ten recent publications by the author. These
publications mainly focus on learning and inference algorithms of Boltzmann machines
and autoencoders. Especially, Boltzmann machines, which are known to be difficult to
train, have been in the main focus. Throughout several publications the author and the
co-authors have devised and proposed a new set of learning algorithms which includes the
enhanced gradient, adaptive learning rate and parallel tempering. These algorithms are
further applied to a restricted Boltzmann machine with Gaussian visible units.

In addition to these algorithms for restricted Boltzmann machines the author proposed
a two-stage pretraining algorithm that initializes the parameters of a deep Boltzmann
machine to match the variational posterior distribution of a similarly structured deep
autoencoder. Finally, deep neural networks are applied to image denoising and speech
recognition.
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Computational Modeling and Simulation of Language and
Meaning: Similarity-Based Approaches

Tiina Lindh-Knuutila

Doctoral dissertation for the degree of Doctor of Science in Technology on the 9th of May
2014

External examiners:
Hanna Suominen, Doc.
John A. Bullinaria, Dr.
Opponents:
Fred Karlsson, Prof. (Emeritus)
Ari Visa, Prof.

Abstract:
This dissertation covers various similarity-based, data-driven approaches to model lan-
guage and lexical semantics. The availability of large amounts of text data in electronic
form allows the use of unsupervised, data-driven methodologies. Compared to linguistic
models based on expert knowledge, which are often costly or unavailable, the data-driven
analysis is faster and more flexible. The same methodologies can be often used regardless
of the language. In addition, data-driven analysis may be exploratory and offer a new
view on the data.

The complexity of different European languages was analyzed at syntactic and mor-
phological level using unsupervised methods based on compression and unsupervised mor-
phology induction. The results showed that the unsupervised methods are able to produce
useful analyses that correspond to linguistic models.

The distributional word vector space models represent the meaning of words in a text
context of co-occurring words, collected from a large corpus. The vector space models
were evaluated with linguistic models and human semantic similarity judgment data. Two
unsupervised methods, Independent Component Analysis and Latent Dirichlet Allocation,
were able to find groups of semantically similar words, corresponding reasonably well to
the evaluation sets. In addition to validating the results of the unsupervised methods with
the evaluation data, the research was also exploratory. The unsupervised methods found
semantic word sets not covered by the evaluation set, and the analysis of the categories of
the evaluation sets showed quality differences between the categories.

In the agent simulation models, the meaning of words was directly linked to the per-
ceived context of the agent. Each agent had a subjective conceptual memory, in which the
associations between words and perceptions were formed. In a population of simulated
agents, the emergence of a shared vocabulary was studied through simulated language
games. As a result of the simulations, a shared vocabulary emerges in the community.
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Retrieval of Gene Expression Measurements with Probabilis-
tic Models

Ali Faisal

Doctoral dissertation for the degree of Doctor of Science in Technology on the 15th of
August 2014

External examiners:
Reija Autio, Dr.
Julio Saez-Rodriguez, Dr.
Opponent:
Hiroshi Mamitsuka, Prof.

Abstract:
A crucial problem in current biological and medical research is how to utilize the diverse
set of existing biological knowledge and heterogeneous measurement data in order to gain
insights on new data. As datasets continue to be deposited in public repositories it is
becoming important to develop search engines that can efficiently integrate existing data
and search for relevant earlier studies given a new study. The search task is encountered in
several biological applications including cancer genomics, pharmacokinetics, personalized
medicine and meta-analysis of functional genomics.

Most existing search engines rely on classical keyword or annotation based retrieval
which is limited to discovering known information and requires careful downstream an-
notation of the data. Data-driven model-based methods, that retrieve studies based on
similarities in the actual measurement data, have a greater potential for uncovering novel
biological insights. In particular, probabilistic modeling provides promising model-based
tools due to its ability to encode prior knowledge, represent uncertainty in model param-
eters and handle noise associated to the data. By introducing latent variables it is further
possible to capture relationships in data features in the form of meaningful biological
components underlying the data.

This thesis adapts existing and develops new probabilistic models for retrieval of rele-
vant measurement data in three different cases of background repositories. The first case
is a background collection of data samples where each sample is represented by a single
data type. The second case is a collection of multimodal data samples where each sample
is represented by more than one data type. The third case is a background collection of
datasets where each dataset, in turn, is a collection of multiple samples. In all three setups
the proposed models are evaluated quantitatively and with case studies the models are
demonstrated to facilitate interpretable retrieval of relevant data, rigorous integration of
diverse information sources and learning of latent components from partly related dataset
collections.
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Connectivity inference with asynchronously updated kinetic
Ising models

Hong-Li Zeng

Doctoral dissertation for the degree of Doctor of Science in Technology on the 15th of
August 2014

External examiners:
Manfred Opper, Prof.
Federico Ricci-Tersenghi, Prof.
Opponent:
Reimer Kühn, Prof.

Abstract:
This thesis focuses on the inference of network connections from statistical physics point
of view. The reconstruction methods of the asynchronously updated kinetic Ising model
with an asymmetric Sherrington-Kirkpatrick (SK) model is studied theoretically. Both
approximate and exact learning rules for the couplings from the generated dynamical
data are developed. The approximate formulae are based on naive mean field (nMF)
and Thouless-Anderson-Palmer (TAP) equations respectively. The exact learning rules
are derived for two cases: one in which both the spin history and the update times are
known and one in which only the spin history. One can average over all possible choices of
update times to obtain an averaged learning rule that depends only on spin correlations.
We studied all the learning rules numerically. Good convergence is observed in accordance
with the theoretical expectations.

The developed inference learning rules are applied to two data sets. One is spike trains
recorded from 20 retinal ganglion cells and the other is generated by transactions of 100
highly traded stocks on the New York Stock Exchange (NYSE).

For the neuron data set, we compared the inferred asynchronous couplings with the
equilibrium ones. The results show that the inferred couplings from these two models
are very similar. This implies that real dynamical process of the neuron system satisfies
the Gibbs equilibrium conditions and that the final distribution of states is the Gibbs
stationary distribution.

For the financial data set, three inference methods are applied to reconstruct the
coupling matrices between traded stocks. They are equilibrium, synchronous and asyn-
chronous inference formula respectively. All of them are based on mean-field approxi-
mation. Synchronous and asynchronous Ising inference methods give results which are
coherent with equilibrium case, but more detailed since the obtained interaction networks
are directed.
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Continuous Context Inference on Mobile Platforms

Sourav Bhattacharya

Doctoral dissertation for the degree of Doctor of Science in Technology on the 25th of
August 2014

External examiners:
Nicholas Lane, Dr.
Jörg Ott, Prof. Dr.-Ing.
Opponent:
Antonio Kruüger, Prof.

Abstract:
In this thesis we develop novel methods for continuous and sustained context inference on
mobile platforms. We address challenges present in real- world deployment of two pop-
ular context recognition tasks within ubiquitous computing and mobile sensing, namely
localization and activity recognition. In the first part of the thesis, we provide a new
localization algorithm for mobile devices using the existing GSM communication infras-
tructures, and then propose a solution for energy efficient and robust tracking on mobile
devices that are equipped with sensors such as GPS, compass, and accelerometer. In
the second part of the thesis we propose a novel sparse-coding-based activity recognition
framework that mitigates the time-consuming and costly bootstrapping process of activity
recognizers employing supervised learning. The framework uses a vast amount of unla-
beled data to automatically learn a sensor data representation through a set of extracted
characteristic patterns and generalizes well across activity domains and sensor modalities.
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Bayesian latent variable models for learning dependencies be-
tween multiple data sources

Seppo Virtanen

Doctoral dissertation for the degree of Doctor of Science in Technology on the 25th of
August 2014

External examiners:
Teemu Roos, Asst. Prof.
Guillaume Obozinski, Dr.
Opponent:
Cédric Archambeau, Dr.

Abstract:
Machine learning focuses on automated large-scale data analysis extracting useful informa-
tion from data collections. The data are frequently high-dimensional and may correspond,
for example, to images, text documents, or measurements of neural responses. In many
applications data can be collected from multiple data sources, that is, views.

This thesis presents novel machine learning methods for analyzing multiple data
sources, especially for understanding relationships between them. The analysis provides a
comprehensive summary of the data generating process, which may be used for exploring
the relationships and for predicting observations of one or more sources. The methods
are based on two assumptions: each view provides complementary information of the data
generating process, and each view is corrupted by noise. The methods aim to utilize all
available information (views), accumulating partly overlapping information and reducing
view-specific noise.

In particular, this thesis presents several Bayesian latent variable models that learn
a decomposition of latent variables; some of the variables capture information shared by
multiple sources, whereas the remaining variables explain noise in each view. The latent
variables may be efficiently inferred based on the observed data by using sparsity assump-
tions and Bayesian inference. The models are applied for analyzing neural responses to
natural stimulation as well as for jointly modeling images and text documents.
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Probabilistic components of molecular interactions and drug
responses

Juuso Parkkinen

Doctoral dissertation for the degree of Doctor of Science in Technology on the 29th of
August 2014

External examiners:
Matti Nykter, Prof.
Motoki Shiga, Prof.
Opponent:
Yoshihiro Yamanishi, Prof.

Abstract:
A fundamental question in medicine is how cancer and other complex diseases operate on
the molecular level. Identifying the detailed mechanisms and interactions of how diseases
progress and respond to drug treatments is essential for developing effective therapies.
High-throughput molecular profiling technologies have provided vast amounts of measure-
ment data of these phenomena. However, making sense of these masses of data is far from
straightforward and requires advanced computational analysis methods.

Probabilistic component models have been proven an effective tool in analysing and
integrating high-dimensional and noisy molecular profiling data sources, such as gene
expression. Such models can identify coherent components from the data, and interpreting
these components provides insights about the underlying biological processes, such as
disease progression and drug responses. In this thesis, probabilistic component models
are applied and extended to identify and analyse molecular interaction and drug response
patterns.

Identifying functionally coherent gene modules from high-throughput measurements is
a central task in many biomedical applications. In this thesis, an earlier component model
for network data is extended for capturing functional modules from combinations of gene
expression and protein interaction data. The identified modules provide hypotheses for
novel molecular pathways and protein functions.

High-throughput drug treatment measurements have made possible the detailed anal-
ysis of molecular drug responses and toxicity. In this thesis, probabilistic component
models are applied to detect coherent drug response patterns from gene expression data.
These patterns provide detailed insights to drug mechanisms of action and are highly
applicable in cancer therapy development. Moreover, by associating the identified drug
response components to toxicological outcomes, the first comprehensive view of molecular
toxicogenomic responses is constructed with high performance in drug toxicity prediction.
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The Effects of Mobility on Mobile Input

Joanna Bergström-Lehtovirta

Doctoral dissertation for the degree of Doctor of Science in Technology on the 30th of
August 2014

External examiners:
Enrico Rukzion, Prof.
Roope Raisamo, Prof.
Opponent:
Kasper Hornæk, Prof.

Abstract:
Mobile interfaces are designed for interaction while the user is on the move across mobile
contexts. Walking, handling a wallet, visually attending to the environment, and even
simply carrying a mobile device, however, can have a negative effect on mobile human-
computer interaction (HCI). Understanding the negative effects of mobility is important
because potential exists for overcoming them via good interface design. Previous work has
shown that mobility decreases input performance with a mobile interface. However, the
causes of declines in performance often remain unclear and, with them, possible avenues
for compensation. I argue that systematic variation of physical constraints emerging from
mobile conditions in controlled experiments can reveal considerable effects of mobility
on mobile input. Among these physical constraints are competing allocations of hand
function, body movement, and various sensory modalities.

The thesis contributes to mobile HCI research by examining the effects of four causes
of physical constraints in mobility: 1) gripping of the device, 2) walking, 3) manipulation
of external objects, and 4) sensory feedback. The research includes four studies, isolating
one constraint each in controlled experiments. In the first two, the levels of grip position
and walking speed are varied systematically, for modeling of their effects on mobile input.
The other two vary the presence of external objects and sensory feedback.

The findings highlight the constraints’ negative effect on manual input performance.
However, all of the studies also reveal unaffected sensory or motor resources of the user.
Across the four studies, the following findings were made. First, a model for the functional
area of the thumb predicts the reachable interface elements on a mobile touchscreen as a
function of grip, hand size, and screen size. Secondly, a function describing the tradeoff
between walking speed and input performance demonstrates that while walking hampers
input performance, users can adjust to an optimal walking speed for mobile interaction.
Thirdly, interface design is shown to significantly affect input performance when the user
simultaneously manipulates external objects or when sensory feedback is limited. This
work calls for mobile HCI research to consider the operationalization of mobile conditions
in controlled experiments that can extend knowledge of the effects of mobility on interac-
tion. It also invites exploitation of the empirical results and the proposed methods and
models in practice for interface evaluation and design.
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Advances in Nonnegative Matrix Decomposition with Appli-
cation to Cluster Analysis

He Zhang

Doctoral dissertation for the degree of Doctor of Science in Technology on the 19th of
September 2014

External examiners:
Rafal Zdunek, Research Scientist Ph.D.
Morten Mørup, Associate Prof.
Opponent:
Ali Taylan Cemgil, Associate Prof.

Abstract:
Nonnegative Matrix Factorization (NMF) has found a wide variety of applications in
machine learning and data mining. NMF seeks to approximate a nonnegative data matrix
by a product of several low-rank factorizing matrices, some of which are constrained to be
nonnegative. Such additive nature often results in parts-based representation of the data,
which is a desired property especially for cluster analysis.

This thesis presents advances in NMF with application in cluster analysis. It reviews
a class of higher-order NMF methods called Quadratic Nonnegative Matrix Factorization
(QNMF). QNMF differs from most existing NMF methods in that some of its factorizing
matrices occur twice in the approximation. The thesis also reviews a structural matrix de-
composition method based on Data-Cluster-Data (DCD) random walk. DCD goes beyond
matrix factorization and has a solid probabilistic interpretation by forming the approxi-
mation with cluster assigning probabilities only. Besides, the Kullback-Leibler divergence
adopted by DCD is advantageous in handling sparse similarities for cluster analysis.

Multiplicative update algorithms have been commonly used for optimizing NMF objec-
tives, since they naturally maintain the nonnegativity constraint of the factorizing matrix
and require no user-specified parameters. In this work, an adaptive multiplicative update
algorithm is proposed to increase the convergence speed of QNMF objectives.

Initialization conditions play a key role in cluster analysis. In this thesis, a comprehen-
sive initialization strategy is proposed to improve the clustering performance by combining
a set of base clustering methods. The proposed method can better accommodate clustering
methods that need a careful initialization such as the DCD.

The proposed methods have been tested on various real-world datasets, such as text
documents, face images, protein, etc. In particular, the proposed approach has been
applied to the cluster analysis of emotional data.
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Bayesian Multi-Way Models for Data Translation in Compu-
tational Biology

Tommi Suvitaival

Doctoral dissertation for the degree of Doctor of Science in Technology on the 19th of
November 2014

External examiners:
Laura Elo-Uhlgren, Dr.
Lukas Käll, Dr.
Opponent:
Anna Goldenberg, Asst. Prof.

Abstract:
The inference of differences between samples is a fundamental problem in computational
biology and many other sciences. Hypothesis about a complex system can be studied via
a controlled experiment. The design of the controlled experiment sets the conditions, or
covariates, for the system in such a way that their effect on the system can be studied
through independent measurements. When the number of measured variables is high
and the variables are correlated, the assumptions of standard statistical methods are no
longer valid. In this thesis, computational methods are presented to this problem and its
follow-up problems.

A similar experiment done on different systems, such as multiple biological species,
leads to multiple ”views” of the experiment outcome, observed in different data spaces or
domains. However, cross-domain experimentation brings uncertainty about the similarity
of the systems and their outcomes. Thus, a new question emerges: which of the covariate
effects generalize across the domains? In this thesis, novel computational methods are
presented for the integration of data views, in order to detect weaker covariate effects and
to generalize covariate effects to views with unobserved data.

Five main contributions to the inference of covariate effects are presented: (1) When
the data are high-dimensional and collinear, the problem of false discovery is curbed by
assuming a cluster structure on the observed variables and by handling the uncertainty
with Bayesian methods. (2) Prior information about the measurement process can be
used to further improve the inference of covariate effects for metabolomic experiments by
modeling the multiple layers of uncertainty in the mass spectral data. (3-4) When the
data come from multiple measurement sources on the same subjects - that is, from data
views with co-occurring samples - it is unknown, whether the covariate effects generalize
across the views and whether the outcome of a new intervention can be generalized to
a view with no observed data on that intervention. These problems are shown to be
possible to solve by assuming a shared generative process for the multiple data views. (5)
When the data come from different domains with no co-occurring samples, the inference
of between-domain dependencies is not possible in the same way as with co-occurring
samples. It is shown that even in this situation, it is possible to identify covariate effects
that generalize across the domains, when the experimental design at least weakly binds
the domains together. Then, effects that generalize are identified by assuming a shared
generative process for the covariate effects.
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Abstract:
When the measurements from the ever improving measurement technology are accumu-
lated over a period of time, the result is the collection of data in different representations.
However, most machine learning and data mining algorithms, in their standard form, are
designed to operate on data in single representation.

This thesis proposes machine learning and data mining algorithms to analyze data
in different representation with respect to the resolution within a single analysis. The
novel algorithms proposed to analyze multiresolution data are in the field of probabilistic
modelling and semantic data mining. First, three different deterministic data transforma-
tion methods are proposed to transform data across different resolutions. After the data
transformation, the resulting data in same resolution are integrated and modeled using
mixture models.

Second, similar mixture components in a mixture model are merged one by one repet-
itively to generate a chain of mixture models. A new fast approximation of the KL-
divergence is derived to determine the similarity of the mixture components. The chain
of generated mixture models are useful for comparison, for example, in model selection.
Third, mixture components in different resolutions are iteratively merged to model mul-
tiresolution data generating models in each modeled resolution that incorporate informa-
tion from data in other resolution.

Fourth, a single multiresolution mixture model with multiresolution mixture compo-
nents is proposed whose mixture components independently have the capabilities of a
Bayesian network. Finally, three-part methodology consisting of clustering using mixture
models, rule learning using semantic subgroup discovery, and pattern visualization using
banded matrices is developed for comprehensive analysis of multiresolution data.

The multiresolution data analysis methods presented in this thesis improves the per-
formance of the methods in comparison with the their single resolution counterparts.
Furthermore, developed methods aims to make the results understandable to the domain
experts. Therefore, the developed methods are useful addition in the analysis of chromo-
somal aberration patterns and the cancer research in general.
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Abstract:
Propositional conflict-driven clause-learning (CDCL) satisfy ability (SAT) solvers have
been successfully applied in a number of industrial domains. In some application areas
such as circuit verification, bounded model checking, logical cryptanalysis, and approx-
imate model counting, some requirements can be succinctly captured with parity (xor)
constraints. However, satisfy ability solvers that typically operate in conjunctive normal
form (CNF) may perform poorly with straightforward translation of parity constraints to
CNF.

This work studies how CDCL SAT solvers can be enhanced to handle problems with
parity constraints using the recently introduced DPLL (XOR) framework where the SAT
solver is coupled with a parity constraint solver module. Different xor-deduction systems
ranging from plain unit propagation through equivalence reasoning to complete incremen-
tal Gauss-Jordan elimination are presented. Techniques to analyze xor-deduction system
derivations are developed, allowing one to obtain smaller clausal explanations for implied
literals and also to learn new parity constraints in the conflict analysis process. It is
proven that these techniques can be used to simulate a complete xor-deduction system on
a restricted class of instances and allow very short unsatisfiability proofs for some formu-
las whose CNF translations are hard for resolution. Fast approximating tests to detect
whether unit propagation or equivalence reasoning is enough to deduce all implied literals
are presented. Methods to decompose sets of parity constraints into sub problems that can
be handled separately are developed. The decomposition methods can greatly reduce the
size of parity constraint matrices when using Gauss-Jordan elimination on dense matrices
and allow one to choose appropriate xor-deduction system for each sub problem. Efficient
translations to simulate equivalence reasoning and stronger parity reasoning are developed.
It is shown that equivalence reasoning can be simulated by adding a polynomial amount
of redundant parity constraints to the problem, but without using additional variables,
an exponential number of parity constraints are needed in the worst case. It is proven
that resolution simulates equivalence reasoning efficiently. The presented techniques are
experimentally evaluated on a variety of challenging problems originating from a number
of encryption ciphers and from SAT Competition benchmark instances.
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Abstract:
The amount of digital visual information available in the world today is enormous, and
the rate at which more is continuously generated is simply unbelievable. For example
YouTube gets 100 hours of new video every minute, and Facebook more than 350 million
new photos every day. At best, this represents the creativity and knowledge of millions
or even billions of people, made available to the entire world thanks to the Internet. The
problem is of course: how do we find the ”needle” that is relevant to us in this enormous
”haystack”? Web search engines such as Google and Bing are decent solutions to find
textual content, but finding relevant visual content is as yet an unsolved problem. The
core issue is the semantic gap between the raw visual data processed by computers, and
the abstract concepts and ideas humans use to communicate.

This thesis studies one approach to this problem, namely using mid-level concepts to
bridge the semantic gap. These semantic concepts are e.g. objects, locations, persons or
events which are relatively concrete and thus comparatively easy to associate with the raw
visual data. These can then be used to formulate more abstract queries, or used to index
and further organise an image or video database.

An overview of semantic concept detection using machine learning techniques is pre-
sented here, together with some applications. A central issue is keeping the computational
speed and efficiency at a practical level for huge amounts of visual data, while still produc-
ing accurate and relevant results. To this end, this thesis studies several fast approximative
versions of the popular Support Vector Machine (SVM) algorithm, and proposes some im-
provements to the fast Self-Organising Map (SOM) algorithm to improve its accuracy.
Several large-scale real-world experimental applications are presented including image re-
trieval using social network tags, video search, indoor location recognition, and semantic
visualisation of large image and video databases.

The empirical evidence presented in this thesis shows that while the semantic gap prob-
lem is still not solved, the semantic concept approach produces concrete improvements to
real-world applications. The improvements proposed and evaluated contribute to making
the machine learning algorithms faster and thus more practically useful for processing
huge amounts of visual data.
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Abstract:
With an ever increasing life expectancy, we see a concomitant increase in diseases capable
of disrupting normal cognitive processes. Their diagnoses are difficult, and occur usually
after daily living activities have already been compromised. This dissertation proposes
machine learning methods for the study of the neurological implications of brain lesions.
It addresses the analysis and exploration of medical imaging data, with particular em-
phasis to (f)MRI. Two main research directions are proposed. In the first, a brain tissue
segmentation approach is detailed. In the second, a document mining framework, applied
to reports of neuroscientific studies, is described. Both directions are based on retrieving
consistent information from multi-modal data.

A contribution in this dissertation is the application of a semi-supervised method,
discriminative clustering, to identify different brain tissues and their partial volume infor-
mation. The proposed method relies on variations of tissue distributions in multi-spectral
MRI, and reduces the need for a priori information. This methodology was successfully
applied to the study of multiple sclerosis and age related white matter diseases. It was
also showed that early-stage changes of normal-appearing brain tissue can already predict
decline in certain cognitive processes.

Another contribution in this dissertation is in neuroscience meta-research. One lim-
itation in neuroimage processing relates to data availability. Through document mining
of neuroscientific reports, using images as source of information, one can harvest research
results dealing with brain lesions. The context of such results can be extracted from
textual information, allowing for an intelligent categorisation of images. This dissertation
proposes new principles, and a combination of several techniques to the study of published
fMRI reports. These principles are based on a number of distance measures, to compare
various brain activity sites. Application to studies of the default mode network validated
the proposed approach.

The aforementioned methodologies rely on clustering approaches. When dealing with
such strategies, most results depend on the choice of initialisation and parameter settings.
By defining distance measures that search for clusters of consistent elements, one can
estimate a degree of reliability for each data grouping. In this dissertation, it is shown
that such principles can be applied to multiple runs of various clustering algorithms,
allowing for a more robust estimation of data agglomeration.
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Abstract:
Defects in hardware or software can have disastrous consequences. Traditionally, testing
has been used to address this threat. While often able to expose bugs, testing can, however,
not guarantee that a given system is correct, as has been demonstrated by catastrophic
failures of well-tested systems in the past. Verification approaches such as model checking
address this shortcoming, not only searching for flaws in a limited set of scenarios, but by
trying to prove a system correct, guaranteeing the absence of defects if successful.

The main part of this dissertation discusses various topics in the area of symbolic
model checking of timed systems. Unlike finite state systems, most commonly used for
verification, timed systems allow to faithfully model timing aspects of the verified system.
Symbolic model checking methods attempt to efficiently handle large sets of states using
concise representations.

This work contributes to different areas in the field of symbolic verification of timed
systems. Firstly, several different symbolic verification methods are explored: bounded
model checking, a timed variant of the IC3 algorithm, timed k-induction, and verification
by reduction to finite state model checking. Apart from the reduction approach, a common
theme among the methods addressed is that they leverage the power of modern SMT
solvers to efficiently verify timed systems. Secondly, this work addresses the symbolic
verification of quantitative specifications on the timing of events in a system, made in
a PSPACE-verifiable subset of the logic MITL. Thirdly, a new representations of timed
systems designed to facilitate symbolic verification is introduced.

While not providing the same guarantees as model checking, testing has the advantage
that it can usually be performed using the original system instead of a model of the system.
The approach of concolic testing aims to combine the advantages of both approaches,
executing the system at hand instead of analyzing a model, while at the same time using
an SMT solver to guide the executions to maximize coverage. This dissertation evaluates
the use of concolic testing for the purpose of differential testing of Java smart card applets.
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Abstract:
In daily life humans perform a great number of actions continuously. We recognize and
interpret these actions unconsciously while interacting and communicating with people
and the environment. If the machines and computers could also recognize human gestures
as effectively as human beings, a new world would be unfolded, filled with a large number
of applications to facilitate our daily life. These significant benefits for the society have
motivated the research on machine-based gesture recognition, which has already shown
some initial advantages in many applications. For example, gestures can be used as com-
mands to control robots or computer programs instead of using standard input devices
such as touch screens or mice.

This thesis proposes a framework for gesture recognition systems based on motion
capture and RGB-D data. Motion capture data consists of positions and orientations of
the key joints of the human skeleton. RGB-D data contains the RGB image and depth
data from which a skeletal model can be learnt. This skeletal model can be seen as a noisy
approximation of the more accurate motion capture skeleton model. The modular design
of our framework enables convenient recognition using multiple data modalities.

The first part of the thesis introduces various methods used in existing recognition
systems in the literature and a brief introduction of the proposed real-time recognition
system for both whole body gestures and hand gestures. The second part of the thesis is
a collection of eight publications by the author of the thesis. Detailed information about
the proposed recognition system can be found in these publications. In general, the frame-
work can be roughly divided into two parts, feature extraction and classification. Both
have significant influence on the recognition performance. Multiple features are developed
and extracted from the skeletons, images, and depth data for each frame in the motion
sequence. These features are combined in the early fusion stage, and classified by a single
hidden layer neural network - extreme learning machine. The frame-level classification
outputs are then aggregated on the sequence level to obtain the final classification result.

The methodologies used in the gesture recognition system are also applied in a proposed
image retrieval system. Several image features are extracted and search algorithms are
applied to achieve a fast and accurate retrieval. Furthermore, a method is also proposed
to align different motion sequences and to evaluate the alignment. The method can be
used for gesture retrieval and for skeleton generation algorithm evaluation.
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Abstract:
In various fields of knowledge we can observe that the availability of potentially useful
data is increasing fast. A prime example is the DNA sequence data. This increase is
both an opportunity and a challenge as new methods are needed to benefit from the big
data sets. This has sparked a fruitful line of research in statistics and computer science
that can be called machine learning. In this thesis, we develop machine learning methods
based on the Bayesian approach to statistics. We address a fairly general problem called
clustering, i.e. dividing a set of objects to non-overlapping group based on their similarity,
and apply it to models with Markovian dependence structures. We consider sequence data
in a finite alphabet and present a model class called the Sparse Markov chain (SMC). It is
a special case of a Markov chain (MC) model and offers a parsimonious description of the
data generating mechanism. A Variable length Markov chain (VLMC) is a popular sparse
model presented earlier in the literature and it has a representation as an SMC model.
We develop Bayesian clustering methodology for learning the SMC and other Markovian
models.

Another problem that we study in this thesis is causal inference. We present a model
and an algorithm for learning causal mechanisms from data. The model can be consid-
ered as a stochastic extension of the sufficient-component cause model that is popular in
epidemiology. In our model there are several causal mechanisms each with its own param-
eters. A mixture distribution gives a probability that an outcome variable is associated
with a mechanism.

Applications that are considered in this thesis come mainly from computational biology.
We cluster states of Markovian models estimated from DNA sequences. This gives an
efficient description of the sequence data when comparing to methods reported in the
literature. We also cluster DNA sequences with Markov chains, which results in a method
that can be used for example in the estimation of bacterial community composition in a
sample from which DNA is extracted. The causal model and the related learning algorithm
are able to estimate mechanisms from fairly challenging data. We have developed the
learning algorithms with big data sets in mind. Still, there is a need to develop them
further to handle ever larger data sets.
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Abstract:
Clustering is a central task in computational statistics. Its aim is to divide observed data
into groups of items, based on the similarity of their features. Among various approaches to
clustering, Bayesian model-based clustering has recently gained popularity. Many existing
works are based on stochastic sampling methods.

This work is concerned with exact, exponential-time algorithms for the Bayesian model-
based clustering task. In particular, we consider the exact computation of two summary
statistics: the number of clusters, and pairwise incidence of items in the same cluster.
We present an implemented algorithm for computing these statistics substantially faster
than would be achieved by direct enumeration of the possible partitions. The method is
practically applicable to data sets of up to approximately 25 items.

We apply a variant of the exact inference method into graphical models where a given
variable may have up to four parent variables. The parent variables can then have up to
16 value combinations, and the task is to cluster them and find combinations that lead to
similar conditional probability tables.

Further contributions of this work are related to number theory. We show that a novel
combination of addition chains and additive bases provides the optimal arrangement of
multiplications, when the task is to use repeated multiplication starting from a given
number or entity, but only a certain kind of function of the successive powers is required.
This arrangement speeds up the computation of the posterior distribution for the number
of clusters. The same arrangement method can be applied to other multiplicative tasks,
for example, in matrix multiplication.

We also present new algorithmic results related to finding extremal additive bases.
Before this work, the extremal additive bases were known up to length 23. We have
computed them up to length 24 in the unrestricted case, and up to length 41 in the
restricted case.
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Abstract:
Nowadays, due to advances in technology, data is generated at an incredible pace, resulting
in large data sets of ever-increasing size and dimensionality. Therefore, it is important to
have efficient computational methods and machine learning algorithms that can handle
such large data sets, such that they may be analyzed in reasonable time. One particular
approach that has gained popularity in recent years is the Extreme Learning Machine
(ELM), which is the name given to neural networks that employ randomization in their
hidden layer, and that can be trained efficiently. This dissertation introduces several
machine learning methods based on Extreme Learning Machines (ELMs) aimed at dealing
with the challenges that modern data sets pose. The contributions follow three main
directions.

Firstly, ensemble approaches based on ELM are developed, which adapt to context
and can scale to large data. Due to their stochastic nature, different ELMs tend to make
different mistakes when modeling data. This independence of their errors makes them good
candidates for combining them in an ensemble model, which averages out these errors and
results in a more accurate model. Adaptivity to a changing environment is introduced by
adapting the linear combination of the models based on accuracy of the individual models
over time. Scalability is achieved by exploiting the modularity of the ensemble model, and
evaluating the models in parallel on multiple processor cores and graphics processor units.
Secondly, the dissertation develops variable selection approaches based on ELM and Delta
Test, that result in more accurate and efficient models. Scalability of variable selection
using Delta Test is again achieved by accelerating it on GPU. Furthermore, a new variable
selection method based on ELM is introduced, and shown to be a competitive alternative
to other variable selection methods. Besides explicit variable selection methods, also a new
weight scheme based on binary/ternary weights is developed for ELM. This weight scheme
is shown to perform implicit variable selection, and results in increased robustness and
accuracy at no increase in computational cost. Finally, the dissertation develops training
algorithms for ELM that allow for a flexible trade-off between accuracy and computational
time. The Compressive ELM is introduced, which allows for training the ELM in a reduced
feature space. By selecting the dimension of the feature space, the practitioner can trade
off accuracy for speed as required.

Overall, the resulting collection of proposed methods provides an efficient, accurate
and flexible framework for solving large-scale supervised learning problems. The proposed
methods are not limited to the particular types of ELMs and contexts in which they have
been tested, and can easily be incorporated in new contexts and models.
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Abstract:

Augmented reality (AR) technology merges digital information into the real world. It is
an effective visualization method; AR enhances user’s spatial perception skills and helps
to understand spatial dimensions and relationships. It is beneficial for many professional
application areas such as assembly, maintenance and repair. AR visualization helps to
concretize building and construction projects and interior design plans - also for non-
technically oriented people, who might otherwise have difficulties in understanding what
the plans actually mean in the real context. Due to its interactive and immersive nature
AR is applied for games and advertising as well.

Although AR is proven to be a valuable visualization method it is not yet commonly
used in beneficial consumer level applications. This work first finds out reasons for this
and then focuses on developing AR towards wider use. The work is threefold: it considers
human factors affecting adoption of the technology, economic factors affecting the viability
of AR technology, and development of applications and technical solutions that support
these factors.

In this thesis user centric and participatory methods are used to find out reasons
that hinder the use of AR, especially in interior design. The outcomes of the studies are
manifold: desired features for AR services, bottlenecks preventing the use, user experience
(UX) issues and business viability factors. A successful AR solution needs to have a viable
business ecosystem besides a reliable technical framework.

The presented application development in assembly guidance and interior design visu-
alization considers UX factors and demonstrates the use of AR in the field of question.

A serious bottleneck for using AR in interior design arises from a typical use situation;
a consumer wants to redesign a room. The space where the interior design plan is made
is not empty and augmentation does not look realistic when the new furniture is rendered
on top of the existing furniture. This problem can be solved by using diminished reality,
which means that the old furniture is removed digitally from the view.

This work presents a diminished reality solution for AR interior design. A complete
pipeline implementing diminished reality functionality is described. Algorithms and meth-
ods are developed to achieve real time high quality diminished reality functionality. The
presented practical solution has a great effect for the whole AR interior design field, and
enhances it towards real use.

The possibilities of using AR are huge. In order to make beneficial AR solutions,
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researchers should be able to reveal the users’ needs - both existing and emerging ones -
and develop technology to fulfil those needs. This thesis demonstrates that this can be
achieved by developing augmented reality solutions through user involvement.
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Abstract:
A general inductive probabilistic framework for clustering and classification is introduced
using the principles of Bayesian predictive inference, such that all quantities are jointly
modelled and the uncertainty is fully acknowledged through the posterior predictive dis-
tribution. Several learning rules have been considered and the theoretical results are ex-
tended to acknowledge complex dependencies within the datasets. Multiple probabilistic
models have been developed for analysing data from a wide variate of fields of application.
State-of-art algorithms are introduced and developed for the model optimization.
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Abstract:
Morphological analysis provides a decomposition of words into smaller constituents. It is
an important problem in natural language processing (NLP), particularly for morpholog-
ically rich languages whose large vocabularies make statistical modeling difficult. Mor-
phological analysis has traditionally been approached with rule-based methods that yield
accurate results, but are expensive to produce. More recently, unsupervised machine learn-
ing methods have been shown to perform sufficiently well to benefit applications such as
speech recognition and machine translation. Unsupervised methods, however, do not typ-
ically model allomorphy, that is, non-concatenative structure, for example pretty/prettier.
Moreover, the accuracy of unsupervised methods remains far behind rule-based methods
with the best unsupervised methods yielding between 50-66% F-score in Morpho Challenge
2010.

We examine these problems with two approaches that have not previously attracted
much attention in the field. First, we propose a novel extension to the popular unsu-
pervised morphological segmentation method Morfessor Baseline to model allomorphy via
the use of string transformations. Second, we examine the effect of weak supervision on
accuracy by training on a small annotated data set in addition to a large unannotated data
set. We propose two novel semi-supervised morphological segmentation methods, namely
a semi-supervised extension of Morfessor Baseline and morphological segmentation with
conditional random fields (CRF). The methods are evaluated on several languages with
different morphological characteristics, including English, Estonian, Finnish, German and
Turkish. The proposed methods are compared empirically to recently proposed weakly
supervised methods.

For the non-concatenative extension, we find that, while the string transformations
identified by the model have high precision, their recall is low. In the overall evaluation
the non-concatenative extension improves accuracy on English, but not on other languages.
For the weak supervision we find that the semi-supervised extension of Morfessor Baseline
improves the accuracy of segmentation markedly over the unsupervised baseline. We find,
however, that the discriminatively trained CRFs perform even better. In the empirical
comparison, the CRF approach outperforms all other approaches on all included languages.
Error analysis reveals that the CRF excels especially on affix accuracy.
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Abstract:
A central challenge faced by biological and medical research is to understand the impact
of chemical entities on living cells. Identifying the relationships between the chemical
structures and their cellular responses is valuable for improving drug design and targeted
therapies. The chemical structures and their detailed molecular responses need to be
combined through a systematic analysis to learn the complex dependencies, which can
then assist in improving understanding of the molecular mechanisms of drugs as well as
predictions on the effects of unknown molecules. Moreover, with emerging drug-response
data sets being profiled over several disease types and phenotypic details, it is pertinent
to develop advanced computational methods that can be used to study multiple sets of
data together.

In this thesis, a novel multi-disciplinary challenge is undertaken for computationally
analyzing interactions between multiple biological responses and chemical properties of
drugs, while simultaneously advancing the computational methods to better learn these
interactions. Specifically, multi-view dependency modeling of paired data sets is formu-
lated as a means of systematically studying the drug-response relationships. First, the
systematic analysis of drug structures and their genome-wide responses is presented as a
multi-set dependency modeling problem and established methods are adopted to test the
novel hypothesis.

Several novel extensions of the drug-response analysis are then presented that explore
responses measured over multiple disease types and multiple levels of phenotypic detail,
uncovering novel biological insights of potential impact. These analyses are made possible
by novel advancements in multi-view methods. Specifically, the first Bayesian tensor
canonical correlation analysis and its extensions are introduced to capture the underlying
multi-way structure and applied in analyzing novel toxicogenomic interactions. The results
illustrate that modeling the precise multi-view and multi-way formulation of the data is
valuable for discovering interpretable latent components as well as for the prediction of
unseen responses of drugs.

Therefore, the original contribution to knowledge in this dissertation is two-fold: first,
the data-driven identification of relationships between structural properties of drugs and
their genome-wide responses in cells and, second, novel advancements of multi-view meth-
ods that find dependencies between paired data sets. Open source implementations of the
new methods have been released to facilitate further research.



52 Doctoral dissertations

Statistical studies on bacterial transmission and community
dynamics : with a special emphasis on the colonization dy-
namics of Streptococcus pneumoniae during early childhood

Elina Numminen

Doctoral dissertation for the degree of Doctor of Science on the 2nd of October 2015

External examiners:
Kari Auranen, Prof.
Philip O’Neill, Prof.
Opponent:
Gianpaolo Scalia-Tomba, Prof.

Abstract:
A central goal in science is to learn from observations about the process that generated

the observations. The principles of statistical inference describe a systematic approach for
such learning, in which prior information, knowledge about the underlying mechanisms
and the observed data can be combined. In practice, lack of mathematical tractability,
huge amounts of missing information, and the sensitivity of the conclusions on the assump-
tions made represent genuine challenges in the theoretically sound statistical framework.
Statistical studies on the dynamics of infectious diseases easily face all these problems at
once.

In the thesis we present case-studies in which the datasets on bacterial diversity, mostly
on Streptococcus pneumoniae, described in terms of either genotypes or serotypic strains,
are analysed. By utilizing the machinery of modern computational statistics different
strategies for inference are formulated, which aim to take the special characteristics of each
of the studied problem into account, while overcoming the previously mentioned challenges
in computational studies. For instance, an approximate Bayesian computation scheme is
formulated for analysing cross-sectional strain prevalence data and an importance sam-
pling scheme for analysing transmission trees with a priori known complex features. The
obtained results unravel the mechanisms of seasonality in pneumococcal carriage, con-
sequences of the host population structure and the nature of within-host competition
between the bacterial strains.
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Abstract:
Next Generation Sequencing (NGS) is a new technology that has revolutionized the

way we study living organisms. Where previously only a few genes could be studied at a
time through targeted direct probing, NGS offers the possibility to perform measurements
for a whole genome at once. The drawback is that the amount of data generated in the
process is large and extracting useful information from it requires new methods to process
and analyze it.

The main contribution of this thesis is the development of a novel experimental method
coined tagRNA-seq, combining 5?tagRACE, a previously developed technique, with RNA-
sequencing technology. Briefly, tagRNA-seq makes it possible to identify the 5? ends of
RNAs in bacteria and directly probe for their type, primary or processed, by ligating
short RNA sequences, the tags, to the beginnings of RNA molecules. We used the method
to directly probe for transcription start and processing sites in two bacterial species,
Escherichia coli and Enterococcus faecalis. It was also used to study polyadenylation in E.
coli, where the ability to identify processed RNA molecules proved to be useful to separate
direct and indirect regulatory effects of this mechanism. We also demonstrate how data
from tagRNA-seq experiments can be used to increase confidence on the discovery of anti-
sense transcripts in bacteria. A detailed analysis of the data revealed subtle artifacts in the
coverage signal towards 3?ends of genes, that we were able to explain and quantify based
on Kolmogorov?s broken stick model. We also discovered evidences for circularization of
a few RNA transcripts, both in our own data sets and publicly available data.

Designing the tags used in tagRNA-seq led us to the problem of words absent from
a text. We focus on a particular subset of these, the minimal absent words (MAWs),
and develop a theory providing a complete description of their size distribution in random
text. Genomes from viruses and living organisms have MAWs a large fraction of which are
well modeled by the theory, but almost always exhibit a behavior different from random
texts in the tail of the distribution. MAWs from this tail are closely related to sequences
present in the genome that preferentially appear in regions with important regulatory
functions. Finally, and independently from tagRNA-seq, we propose a new approach to
the problem of bacterial community reconstruction in metagenomic, based on techniques
from compressed sensing. We provide a novel algorithm competing with state-of-the-art
techniques in the field.
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Datan ja tietämyksen soveltaminen vaativassa tuotteen valinnassa Case: älykäs venttiilin
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Introduction

Samuel Kaski, Director of COIN

The Finnish Centre of Excellence in Computational Inference Research (COIN), started in
January 2012, has rapidly become a creative research environment that bridges three de-
partments and two universities: the Department of Computer Science at Aalto University
(coordinator), the Department of Computer Science and the Department of Mathematics
and Statistics at the University of Helsinki.

Given the on-going data science revolution made possible by digitalization, the impor-
tance of the core technology of computational inference does not need to be emphasized.
The overall objective of COIN is to forge and deliver large-scale data-intensive computa-
tional modelling and inference techniques which infer what is relevant in vast data masses,
and can transform large quantities of raw data from many kinds of sources into useful
information.

The ultimate goal of COIN is to develop methodologies for learning more structured models
from the combination of data and prior knowledge, and for doing accurate statistical
inference rapidly, and to apply the methods to solve key problems in carefully chosen
application fields. This is likely to need multi-level modeling where simpler models are
used globally to approximate relationships between local more structured models.

COIN works on four core challenges (C1-C4 in Fig. 1) and two flagship applications. The

The income to COIN from foundations, Tekes, EU, enterprises, and non-CoE Academy projects
likewise follows very closely the situation during years 2009 and 2010. Some of the present
projects carry over to 2012 and further, and new projects are actively sought for. We fully trust that
we shall be able to maintain external funding at the present or higher level in near future. Thus
the sum to be applied for from the Academy of Finland CoE Programme for the initial three-year
period will be 3.245.057 euro which is 21.29 % of COIN’s total funding.

Structure and organization of COIN

The COIN CoE consists of 7 groups (5 from Aalto, 2 from University of Helsinki). Of these
groups, three also belong to the HIIT institute. The structure and division of labour in COIN
is graphically shown in Figure 2. In the matrix, ’�’ means that the PI (row) is in charge of the
coordination of the challenge or flagship (column), while ’⇥’ signifies active collaboration. Thus,
coherence between the groups comes naturally from the synergy of the research topics, fostered
by active informal discussions.

Figure 2. Structure and division of labour of COIN.

The CoE leader and Principal Investigator for the first three-year period 2012–2014 will be
Prof. Erkki Oja. He is presently Director of the Adaptive Informatics CoE (2007–2011). This
arrangement will guarantee a smooth transition into a new CoE period. The CoE deputy leader for
2012–2014 and leader for 2015–2017 will be Prof. Samuel Kaski.

The administrative structure is flexible and light, more network-like than hierarchical. The
Group leaders form the COIN Executive Committee, and all doctor-level researchers form the
internal Steering Group. It meets regularly once a month to discuss practical issues. The Academy
and other funding bodies will nominate the external Scientific Advisory Board, meeting about once
a year. Representatives from the Industrial Partnership programme, TIVIT, SalWE, and EIT ICT
Labs are invited to an Industrial Advisory Board.

Materials management plan and computational infrastructure

The data to be used in the experiments will be obtained from various sources: from our own
user experiments, from public-domain sources, from the research and industrial collaborators of
COIN, and from the previous and ongoing scientific projects of COIN’s research groups, according
to our long-time practices. For our own collected data we hold the exclusive ownership, and in the
collaboration projects the ownership is case-by-case. Concerning the existing and new data owned
by COIN, we are determined to make as large a fraction as possible publicly available for the global
research community during and after the CoE period. For the data owned by our collaborators, we
will negotiate use permissions that extend to all researchers of COIN and to the whole duration of
the CoE period and beyond. The data will be stored permanently and made available for COIN’s
researchers from the computer systems of the two participating universities that can be equipped
with enough disk capacity to hold the required massive data sets and also serve the parts of data
made public to the outsiders.
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Figure 1: The organization of the COIN Centre of Excellence. In the matrix, ’◦’ means that
the PI (row) is in charge of the coordination of the challenge or flagship (column), while
’×’ signifies active collaboration. C1: Learning models from massive data; C2: Learning
from multiple data sources; C3: Statistical inference in highly structured stochastic models;
C4: Extreme inference; F1: Intelligent information access; F2: Computational molecular
biology and medicine.
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first flagship (F1) is Intelligent information access, or contextual interfacing to relevant
information in real-world setups. Lack of prior knowledge requires data-driven modeling
from massive data (C1) to infer relevance of information from multimodal data (C2)
and feedback sources. It is particularly important to get the inferences about relevance
immediately (C4) for interactive use.

Data-driven modeling is necessary in much of Computational molecular biology and
medicine (F2) as well, since not enough is known about cellular mechanisms. When
prior information is available and taken into account in modeling, the models become hi-
erarchically more structured and current methods of statistical inference quickly become
intractable as the size of the model increases. This calls for new methods for statistical
inference in structured models (C3).

COIN interacts with the rest of the society through multiple channels that include (i)
carefully chosen collaboration projects in other domains, with companies and in particular
other national Centres of Excellence or equivalent top-level groups in Finland and abroad,
(ii) education of highly specialized professionals whose skills match with central challenges
of modern information society, and (iii) launching open source software packages and data
sets that are widely used also outside academia.

At the midterm evaluation of COIN, the importance of the core technical challenges C1-C4
and flagship applications F1-F2 was noted to be constantly increasing as the progression of
data revolution requires inference on larger and more complex problems. During the latter
3-year period, of 2015–2017, COIN focuses in particular on three of the most successful
directions: (i) Fostering of fundamental research that combines so-far mostly separately
studied aspects of inference. In applications we will focus in particular on two spear-
heads: (ii) Inference on intractable models, with applications in particular in studies of
bacterial evolution. (iii) Interactive intent modelling with the SciNet system for intelligent
information access.

Each group in COIN has a wide range of national and international collaborators both in
Academia and industry. Researcher training, graduate studies, and promotion of creative
research are strongly emphasized, following the successful existing traditions.

This Biennial Report 2014–2015 details the individual research projects of the six groups
during the middlemost two years of the six-year period of COIN. Additional information
is available at www.research.cs.aalto.fi/coin/.
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1.1 Introduction

The goal of challenge area C1 is to address the methodological problems arising when
dealing with massive data sets, and to develop machine learning methods that scale up
to real-world ”Big Data” settings. It is obvious that this challenge area is very much in
parallel with the other challenge areas, and that the same general problems appear in all
of our research efforts in various more focused settings. All in all, in our research we con-
sider both unsupervised and supervised machine learning problems. In the unsupervised
setting, we have focused our work on using Bayesian networks and other probabilistic
graphical models. In challenge area C4, the learning problem is approached from the
optimization perspective, and we utilize the expertise of several COIN groups to develop
computationally efficient methods for learning graphical models. Below in Section 1.2, we
highlight some results that focus on special subclasses of Bayesian networks, where the
inference task can be shown to be in fact tractable. An alternative approach for scaling up
machine learning is not to restrict the complexity of the model classes under consideration,
but to restrict the complexity or the volume of the data. One way to accomplish this is to
decrease the dimensionality of the data by reducing the number of features in the data;
in Section 1.3, we consider this task in the supervised learning setting, and in Section 1.4,
in the unsupervised setting. The latter approach leads to highly efficient methods that
can be used for clustering or visualizing very large data sets. It should also be noted that
some of the methods developed are sequential in nature, allowing incremental processing
of data, which means that the methods are feasible for streaming data, and moreover, as
there is no need for iterative batch processing of the whole data set, the size of the data
is actually no longer a limiting factor.

1.2 Speeding up Unsupervised Learning

Both the inference and learning tasks in Bayesian networks are NP-hard in general. One
approach to deal with this issue has been to investigate special cases where these problems
would be tractable. That is, the basic idea is to select models from a restricted class of
Bayesian networks that have structural properties enabling fast learning or inference; this
way, the computational complexity will not be an issue, though possibly at the cost of
accuracy if the true distribution is far from the model family. Most notably, it is known
that the inference task can be solved in polynomial time if the network has bounded tree-
width.

The possibility of tractable inference has motivated several studies also on learning
bounded tree-width Bayesian networks. We have attacked this problem by using dy-
namic programming [2], integer linear programming [4] and weighted partial maximum
satisfiability [1]. However, unlike in the case of inference, learning a Bayesian network of
bounded tree-width is NP-hard for any fixed tree-width bound at least 2 [2]. Further-
more, it is known that learning many relatively simple classes such as paths and polytrees
is also NP-hard. Indeed, until recently the only class of Bayesian networks for which a
polynomial time learning algorithm was known were trees, i.e., graphs with tree-width 1.

We have recently proposed bounded vertex cover number Bayesian networks [3] as an
alternative to the tree-width paradigm. Roughly speaking, we consider Bayesian networks
where all pairwise dependencies – i.e., edges in the so-called moralised graph – are covered
by having at least one node from the vertex cover incident to each of them; see Figure 1.1
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Figure 1.1: A directed acyclic graph. The four vertices circled with dashed line are the
minimum vertex cover; the vertex cover number is 4.

for an example. We have shown that learning an optimal Bayesian network structure with
vertex cover number at most k can be done in polynomial time for any fixed k. Moreover,
vertex cover number provides an upper bound for tree-width, implying that inference is
also tractable; thus, we identify a rare example of a class of Bayesian networks where both
learning and inference are tractable.

1.3 Feature Selection for Supervised Learning

In order to be able to estimate increasingly complex models from increasingly large data
sets, it is often necessary to implement a screening stage to restrict attention to a subset
of all the available variable features. An important direction for research is feature selec-
tion in streaming data where the algorithms need to be able to process data sequentially
as they become available. We have studied a class of information-theoretically justified
feature selection techniques for linear regression and provided theoretical guarantees of
their consistency in different circumstances [9, 10].

In another study [11], we consider Lasso-based methods for feature selection in a set-
ting where the features are automatically generated by constructing interaction terms of
increasingly high order so that the model can represent combinations of any logical func-
tions of the base features. Ongoing research is directed towards combining these feature
selection methods to the problem of learning Bayesian network structures by reducing
the structure learning problem to a set of regression problems, which links this theme to
several other themes mentioned in this report.

1.4 Dimension Reduction and Visualization

One of the most interesting approaches to handling very high dimensional data, where
traditional principal component based techniques are intractable, is random projections.
We have studied the use of random projections for two problems: clustering and fast
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Figure 1.2: A real-time recommendation system Kvasir incorporated into the Chrome
browser demonstrates the use of fast approximate nearest neighbor search [14]. Kvasir
was a semifinalist in the 2015 Cambridge Postdoc Business Plan Competition.

approximate nearest neighbor queries in large data sets. The proposed clustering methods
can be used to carry out certain population genomics analyses several orders of magnitude
faster than state-of-the-art Bayesian model-based techniques [13]. The proposed nearest
neighbor search method is widely applicable in situations where real-time processing is
required and approximate solutions are acceptable [12]. A good example is a web-scale
interactive information retrieval application Kvasir [14, 15]; see Fig. 1.2.

Another popular approach to dimension reduction is topic modeling. Efficient estimation
procedures can be implemented through Gibbs sampling and related techniques. In [16]
we apply topic models to develop efficient Bayesian inference algorithms for supervised
regression of multiple count-valued outputs, allowing their variance to be lower or higher
than what typical models based on Poisson distribution would assume.

Dimension reduction can also be used for visualization (where the reduced space has
two dimensions). Non-linear visualizations are often based on neighborhood graphs, and
thus, the fast nearest neighbor solutions mentioned above are a key to fast non-linear
visualizations. In [17] we describe a simple and efficient visualization algorithm called
Minimap, which is designed to find a balance between the high-level (global) view and the
low-level (local) structure.

1.5 Applications

The estimation of the evolutionary relationships between different organisms, i.e., phylo-
genetics, is a challenging computational problem. The existence of not only vertical gene
transfer, which is the cause of dominantly tree-like structures, but also horizontal transfer,
gives rise to phylogenetic networks. Their estimation is an even more challenging task than
the traditional problem of estimating phylogenetic trees. We have proposed a phyloge-
netic network method that is based on several approximation techniques from probabilistic
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graphical models [7]. As a novel application for phylogenetic networks, we have applied
the proposed method for the analysis of cultural traditions such as folktales [8].

Another bioinformatics application is the discovery of sequence motifs in transcription
factor binding sites. A traditional approach to characterizing motifs is an independence
model where each DNA symbol in the motif is independent of the other symbols. By
exploiting sequence prediction models we have developed earlier [5], we were able to find
intra-motif dependencies that allow a more accurate classification of potential binding sites
than the traditional models [6].
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2.1 Introduction

Big data is not only big amounts of homogeneous data, but also massive collections of
heterogenenous data sources, or in practice data sets. As the size of the collection of
data sets grows, finding and analysing the relationships between the sets becomes more
and more important. We have developed methods for multi-view learning, where the
observations are shared across the data sets even though the variables are different. Group
Factor Analysis GFA is a generalization of factor analysis to this setting, and additionally
generalizes Canonical Correlation Analysis (CCA) in a new way to more than two data sets.
While GFA can be seen as an unsupervised method in the sense that no variables are in
the special role of “outputs” to be predicted, the Kernelized Bayesian Matrix Factorization
is a supervised method in which the goal is to predict missing values of one matrix given
other matrices. A new line of work is data set search, to find sets useful when analysing a
new set.

2.2 Group factor analysis

Group factor analysis (GFA) [11] is a novel factor analysis technique for multi-view set-
tings. Given co-occurring observations from multiple data sources, the task is to provide
a latent representation that captures the relationships between the sources and separates
them from variation independent of the other sources. For two sources it is sufficient to
identify the correlations between the views, and for that special case, GFA is equivalent
to canonical correlation analysis (CCA). The core difficulty in solving the GFA problem
in the general case is that for more than two sources we also need to identify relationships
between all possible subsets of the sources, of which there are exponentially many.

Our solution for the GFA problem builds on Bayesian inference of a joint factor analysis
model and it uses group-wise sparsity priors and constraints for identifying the factors.
The sparsity-inducing priors relax the combinatorial inference problem into a continuous
one, enabling us to identify the factor structure efficiently. For a good overview of the
overall concept and illustrations for both artificial and real data collections with tens
or hundreds of co-occurring data sources, see [11]. When the approach is extended to
allow sparsity across features and samples, it can be used for biclustering of multiple data
sources. In a case study on cancer cell line measurements, besides finding interpretable
bi-cluster structure in the data, the method also turned out to provides outstandingly
accurate predictions on the effect of drugs on the cell lines [4].

The general idea of automatically finding shared and private components extends also
beyond the multi-view learning setup. In [10] we applied it for collective matrix factor-
ization, the task of finding latent low-dimensional representations for arbitrary collections
of matrices. Besides matrices, we showed that the approach is useful for modelling data
collections with paired tensors and matrices, outperforming recent work not utilizing this
type of group sparsity. In this work, we additionally showed how to relax the strict tensor
decomposition assumptions [9].

We have also worked on an alternative solution for the problem of extracting shared
information in multiple parallel data sources, building on chains of regressors instead of
generative models [12]. The CoCoReg (Common Components by Regression) algorithm
focuses on extracting only the shared information and can find also nonlinear relationships.
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It is computationally efficient and easy to implement using existing regression models as
building blocks, yet it finds the shared information more effectively than GFA especially
when the relationships are nonlinear. However, CoCoReg is not able to extract the private
components and hence does not solve the full GFA problem.

2.3 Kernelized Bayesian matrix factorization

Multiple kernel learning methods have been successful in integrating several data sources
in supervised learning tasks, and solving multiple related predictions tasks together with
multi-task learning helps “borrow strength” across the tasks. That is particularly impor-
tant in large p small n domains, of large dimensionality p compared to small sample size
n, which are common in computational biology and medicine (F2), where it is important
to flexibly control and assess uncertainty of the solutions. Bayesian solutions based on
Gaussian processes would be natural choices but are computationally demanding, and we
have developed efficient Bayesian multi-task multiple kernel learning methods [5] that are
directly applicable to personalized medicine prediction problems of F2, and turned out
to win 43 alternative methods in a public competition. The methods were generalized to
matrix factorization given multiple side information sources [8]. The result is effectively
a flexible, Bayesian non-linear recommender engine which can use the side information
sources to make out-of-matrix predictions.

2.4 Retrieval of experiments

Current technologies enable data from experiments of ever increasing multitude and com-
plexity to be produced at high frequency and in large volumes. Therefore, a main chal-
lenge of data-driven sciences is how to make maximal use of the progressively expanding
databases of experimental data in order to keep research cumulative. As a complementary
task to using textual annotations for retrieving relevant data sets from a database, which
relies on manually added meta-data, we develop methods to do retrieval using the mea-
surement values of an entire data set of interest as query input. Our research in this line
of work attempts to go beyond purely data-driven retrieval by constructing probabilistic
models of the data sets, enabling prior information to be incorporated into each model
and to be utilized in the retrieval task. We also develop methods for the subsequent step
of doing combined analysis of the retrieved models using novel forms of meta-analysis [6].

In [7], an approach was proposed, which assumes that the query data set can be modelled
as a mixture of a fixed set of previously learnt models, each representing one dataset. Here
the measure of relevance was given by the inferred mixture weights, with a large weight
implying high relevance. The approach is well scalable as it reduces to an optimization
problem which has linear time complexity (sublinear for an approximate version). In [13],
experiments were retrieved by evaluating the posterior marginal likelihoods of individual
models stored for the experiments in the database. This enables the relevance evalua-
tions to be done in parallel, which even further improves scalability. Both of the above
approaches are based on maximizing a likelihood for the query data, which has the ad-
vantage that the models are not required to belong to the same family for a valid measure
of relevance to be defined. However, for very noisy and high-dimensional query data, this
may result in the retrieval criterion to become noisy as well.
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To reduce noise in the query, retrieval was done in [3] using a model as query input,
instead of data, and evaluating the relevance between models using distances between
models in the induced model space (see Figure 2.1). Also made explicit in the approach,
was the importance of marginalizing out nuisance parameters not of direct relevance for the
retrieval task. For example, in a gene expression experiment, one is often more interested
in how sets of genes are co-regulated, rather than their exact expression values, which
are additionally affected by numerous other influences. Gene expression data sets were
modelled using a probabilistic clustering model [2], providing a straightforward way of
characterizing each experiment with minimal data preprocessing, while capturing central
co-expression patterns.
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Figure 2.1: Retrieval of gene expression experiments using known cell type as ground truth.
For noisy data, using distances between models to evaluate relevance shows an advantage
over using marginal likelihoods given the query data, or using correlations between profiles
of gene-specific differential expression p-values.



C2: Learning from multiple data sources 75

2.5 Learning from multimodal media data

The exponentially growing amounts of video content necessitates development of novel and
multimodal technologies for analyzing, indexing, and retrieving relevant videos based on
the audio and visual content of the video. In the visual content one can detect generic vi-
sual concepts, such as “vehicle” and “marching people”, recognize known persons, objects,
buildings and locations, or perform optical character recognition. In the aural content,
speech and speaker recognition can be done and music and environmental sounds can be
classified. Combining all these parallel sources of information poses a challenging machine
learning task that we have addressed in COIN. In particular, a novel unsupervised method
for aural feature extraction was proposed in [1] and the results showed that the method is
capable of extracting more applicable features for multimedia event detection than those
commonly used in speech and audio recognition.

Automatic image captioning is an interesting problem that aims to integrate computer
vision and natural language modeling. It has recently been at the center of attention and
experienced a rapid growth of research. The growth bas been mostly due to the appearance
of large annotated datasets and the availability of the computational power required to
handle such large amounts of visual and textual data. For example, the Microsoft Common
Objects in Context (COCO) database contains over 200,000 images with at least five
human-written captions per image. The recent approaches to image captioning often rely
on deep Convolutional Neural Networks (CNN) and Long-Short Term Memory (LSTM)
models as key ingredients of their pipeline. The CNN compresses an image into a feature
vector to be inputted to an LSTM network that acts as a generative language model.
In our recent research, we have attained state-of-the-art captioning results [14] with the
COCO database by using explicit scene context features for LSTM language models and
developing novel techniques for picking the best available caption from an ensemble of
caption generator models.
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3.1 Introduction

The research activities in C3 are broadly two-fold; firstly we develop highly structured
stochastic models for a wide variety of application areas ranging from statistical genetics
to general multivariate system modeling, secondly we develop inference methods for the
needs of such models. More detailed report of applications of these methods within the
F2 flagship is given in its own section. It should be noted that most activities reported
in C2 are also based on highly structured stochastic models and related inference tools,
however, to maintain sufficient brevity we have here chosen not to present the overlap
with C3 explicitly.

3.2 Probabilistic graphical models

Probabilistic graphical models (GMs) are ubiquitous in statistics and machine learning;
one of major themes in C3 is to develop a large family of different generalizations of
graphical models that conceptualize and enable capture of local, context-specific indepen-
dencies (CSIs), in a more comprehensive way than the earlier proposals in the literature
do allow. We have introduced a family of labeled directed acyclic graphs (LDAGs), which
generalizes the Bayesian multinets and CPT-trees by allowing a compact and intuitive
representation of CSIs such that exact Bayesian learning about model structure is possi-
ble. Related families introducing partial independence in Bayesian networks (IJAR 2015)
and in undirected stratified graphical models (SGMs), also termed as labeled Markov
networks (Bayesian Analysis 2014), have also been developed. These models allow for
CSIs similar to LDAGs, and our theoretical results show that they are divided into lo-
cally decomposable and non-decomposable subclasses, the former of which allows for exact
Bayesian inference. We further generalized the latter model family by introducing the CSI
constrains via a log-linear parametrization (Computational Statistics 2015), which does
not necessitate the decomposability restriction. We have shown that LDAGs/SGMs in
addition to being conceptually appealing, provide a powerful way to encode sparse depen-
dencies in predictive classification that leads to higher classification accuracy compared
to Bayesian networks which have partially irrelevant edges present in the DAGs. Fur-
thermore, we have developed a class of sparse Markov chains (SMCs), which generalizes
variable-length and variable-order Markov chains (VLMCs/VOMs) that are widely used
in bioinformatics and natural language modeling applications. The SMC model class is
a special case of LDAGs for time-series data in a finite state-space and we developed a
highly scalable recursive learning approach for this model class (Bayesian Analysis 2015).
To generalize the concept of CSIs to continuous variables, we have also developed a novel
class of stratified Gaussian graphical models (SGGMs), where an edge is allowed to be
absent in a convex subset of values for its neighbors. It was further proven that SGGMs
represent a curved exponential family (CSTM, 2015).

Inference and structural learning algorithms for GMs and their generalizations have been
developed with three approaches in parallel to explore different possibilities. Firstly, we
have generalized the family of non-reversible parallel (population) MCMC algorithms in-
troduced earlier by Corander et al. by combining the non-reversible stochastic process
with greedy hill-climbing, which seems to offer a very promising hybrid solution and bal-
ance of exploration-exploitation schemes. Secondly, we have created translations of the
statistical learning problem to answer set programming and performed model optimization
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using existing solvers. This approach to model learning appears to be highly promising
and is described more in detail in the section relating to C4. Thirdly, we have recently
introduced a marginal pseudolikelihood (MPL) method, which appears to be among the
first truly Bayesian versions of pseudolikelihood inference. We have proven its consistency
for discrete graphical models that are not forced to be chordal. In computational experi-
ments MPL was both more accurate and faster than the state-of-the-art approaches based
on regularized logistic regression and conditional mutual information.

3.3 Adaptive Monte Carlo and adaptive MCMC

Monte Carlo methods, such as importance sampling, and MCMC have in general strug-
gled considerably with the pace of increase in model complexity. One of the most popular
solutions to the issue of slow convergence to the target distribution is to adapt the im-
portance or proposal densities used in the sampling algorithm. Such an adaptation can
be done by changing the locations and/or variance-covariance structure of the samplers.
We have both developed adaptive importance samplers (e.g. APIS, GAPIS) and MCMC
algorithms (FUSS, OMCMC) as well as demonstrated the usefulness of adaptive inference
in challenging applications in computational biology. One of the key ideas in our algorithm
development is to utilize a population of samplers which jointly attempt to adapt to better
enable escape from local modes and to better represent difficult distribution shapes. The
proposals can be adapted in several different manners, e.g. by driving a population of
importance samplers with a MCMC kernel to allow a more thorough exploration of the
parameter space to detect novel modes. The efficiency of the nonreversible stochastic op-
timization approach was demonstrated e.g. in the IEEE TPAMI 2014 paper introducing
a Bayesian clustering model for data of mixed discrete and continuous types.

3.4 Inference for intractable models

Intractable models are in general understood as statistical models for which evaluation of
likelihood terms is in practice a computationally intractable problem, when the model is
of realistic size from the application perspective. Inference for such models has recently
received considerable interest via the Approximate Bayesian Computation (ABC) frame-
work and also via revival of the pseudolikelihood approach. Many Bayesian models are
intractable due to latent variables whose correlation structure or distribution assumptions
in general make likelihood expression underivable in closed form (or numerically). ABC
inference for such models replaces the likelihood by filtering results of forward simulation
with given parameter values and it is one of the most intensive research areas in Bayesian
statistics at the moment. The challenge related to use of ABC has three major compo-
nents: 1) choice of the summary statistics to mimic the likelihood, 2) choice of metric
to represent closeness of forward simulation output with that in the observed data, 3)
filtering algorithm of forward simulation output to yield a reliable approximation of the
posterior.

In the context of computational biology, we have introduced a novel ABC method for
estimating transmission trees for bacteria from longitudinal data by combining sequential
adaptive Monte Carlo with branching process models. Our highlight work on likelihood-
free inference introduces a Bayesian optimization scheme for choosing optimally points



80 C3: Statistical Inference in Structured Stochastic Models

in parameter space where forward simulation is going to be maximally informative about
the likelihood approximation (JMLR 2015). Our experiments suggest that this approach
can be several orders of magnitude faster than the standard sampling methods widely
used in ABC. Another highlight paper solves the problem of choosing summary statistics
and distance measures for comparing forward simulation output with data summaries, by
combining these two problems translating the result into a classification problem. To the
best of our knowledge, such an approach is entirely novel and offers several advantages.
We have proved the consistency of the classifier-ABC estimates and shown that it can
automatically yield a more infromative data representation compared with expert curated
choice of summary statistics.
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4.1 Introduction

The goal of challenge area C4 is to develop efficient and scalable learning and reasoning
techniques for application problems arising in the context of COIN. Typical reasoning tasks
in applications can be recast as combinatorial search and optimization problems, which can
then be tackled using constraint-based optimization methods being developed in C4. The
application problems of interest include, e.g., learning probabilistic models from data,
clustering based on different optimization criteria, as well as fast inference techniques
demanded by applications. Thus far, the focus of C4 has been on exact methods that
aim at finding globally optimal solutions for the problems involved. The results obtained
demonstrate the applicability of constraint-based methods to a wide variety of application
problems and pinpoint essential features of problems that are crucial for efficiency.

In 2014-2015, the contributions in the area of C4 are manifold. First, there is substantial
progress made in the core reasoning techniques and, in particular, the development of new
methodology for answer set programming (ASP), Boolean satisfiability checking (SAT), as
well as their extensions. Achievements in these constraint-based paradigms are described
in more detail in Sections 4.2 and 4.3, respectively. As regards the main applications in the
COIN agenda, the problem of learning probabilistic graphical models (PGMs) from data
has been addressed extensively, as can be found out in Section 4.4. In addition to COIN-
specific applications, also others are emerging due to general applicability of logic-based
methods. Further applications are addressed in Section 4.5.

4.2 Contributions to ASP Methodology

Answer set programming is a declarative programming paradigm where problems are first
formalized as logic programs (sets of rules) and then solved by computing answer sets for
programs. In addition to developing native ASP solvers, there is interest towards trans-
lations that enable the implementation of ASP using other back-end solvers, constituting
the idea of translation-based ASP. In 2014-2015, substantial achievements were made on
language extensions, applications in knowledge representation, and solver development.

Extended rule types such as choice, cardinality, and weight rules increase the expressive
power of ASP. In translation-based ASP, such extensions may have to be translated away
and new schemes for the normalization of weight rules were developed in [12]. The de-
signs are based on merging and sorting circuits and the number of normal rules required
in their normalization is of the order of n × (log2 k)2 × log2W where n is the number of
literals, k is the bound, and W is the sum of weights assigned to literals. There is ongoing
work that extends analogous designs for objective functions used in optimizing variants of
ASP. The extended rule types mentioned above are examples of rules involving aggregate
functions and current implementations rewrite such extensions into simpler forms known
as monotone aggregates. In [2], a polynomial, faithful, and modular translation for rewrit-
ing common aggregation functions into the simpler form accepted by current solvers. A
key (complexity-theoretic) observation is that sometimes proper disjunctive rules have to
be introduced by such a transformation. In previous research, the ASP paradigm has
also been extended by other kinds of constraints, not confining to the rule-based syntax of
ASP and potentially involving special variable domains. For instance, the aspartame sys-
tem [4] enables the use of traditional constraints as understood of constraint programming
(CP) within answer set programs. In ASP modulo acyclicity approach [13], an answer-set
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program is extended by a dynamically varying directed graph and an implicit acyclicity
constraint is imposed on that graph. Such an extension and its integration in the state-
of-the-art ASP solver clasp provides an alternative way of implementing the unfounded
set check used to guarantee the minimality of answer sets.

Many knowledge representation tasks involve trees or similar tree-like structures as ab-
stract datatypes. They are prevalent in may COIN applications and probabilistic graphical
models addressed in Section 4.4 form a central example. A systematic study of acyclic-
ity properties is carried out in [28] where the representations of (directed) trees, directed
acyclic graphs, and chordal graphs are considered. Several alternative encodings of these
properties are developed and experimentally evaluated. The most compact encodings
feasible in ASP are linear which contrasts with even exponential encodings found in lit-
erature. As further elaborated in follow-up work [30], these encodings can be readily
exploited in other logical formalisms via existing translations from ASP. There is a trend
in ASP towards modeling domains where the objects under consideration are chancing
dynamically (e.g., stream-based reasoning, online reasoning). This sets new requirements
from the knowledge representation perspective and, in [26], an approach to successively
incorporating new objects in answer-set programs was introduced. The approach enables
the incremental addition of new pieces of information in a modular fashion.

The development of contemporary solver technology in COIN is fortified by active coop-
eration with the developers of state-of-the-art ASP tools, such as gringo [25] and clasp
[31] that together form the ASP system clingo [32]. As a recent development, the sup-
port for multi-shot solving [33] has emerged in response to changing information and the
dynamic aspects discussed above. In this approach, a reactive procedure may loop on
the solving phase while acquiring changes to the problem specification. In addition, an
enhanced support for online ASP was established in terms of agent programming [17].
Finally, international solver competitions foster the development of solver technology by
providing benchmark problems for the community and regular points of performance eval-
uation. The COIN researchers have contributed in the organization of the 5th and 6th
ASP competitions [16, 34] and submitted a variety of solvers for evaluation.

4.3 Contributions to SAT Methodology

Boolean satisfiability (SAT) solvers provide an efficient implementation of classical propo-
sitional logic, assuming the conjunctive normal form (CNF) for propositional formulas in
the basic setting. The goal of this research is to develop fundamental techniques for sat-
isfiability checking and to integrate them in state-of-the-art SAT solver technology, hence
boosting the efficiency of reasoning. The research was successful on a wide front, spanning
from new solving techniques to novel extensions of the SAT paradigm.

Work on solving techniques produced novel preprocessing and inprocessing techniques,
and they were also extended beyond NP to the case of Quantified Boolean satisfiability
[37] with related theoretical analysis [41, 47]. Major contributions to central international
solver competitions were made and reported in [5, 3].

Work on practical state-of-the-art solver technology for maximum satisfiability (MaxSAT),
the optimization variant of SAT, reached a level of maturity by the development of the
lmhs MaxSAT solver [52]. The solver implements a SAT-ILP hybrid implicit hitting
set approach to MaxSAT, and it gained top positions at the 2015 MaxSAT evaluation.
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In connection to MaxSAT solver techniques, novel preprocessing techniques, with the
promise of speeding up state-of-the-art MaxSAT solvers in general, were developed [10, 11].
Furthermore, a general view to the underlying principles instantiated for MaxSAT in the
lmhs solver, motivated by a wide range of Beyond-NP applications, was studied [54],
providing a state-of-the-art approach to propositional abduction.

As regards extensions of SAT, the incorporation of specialized acyclicity constraints into
SAT was considered in [29]. The resulting extension, called SAT modulo acyclicity, is
analogous to the one described in connection to ASP (cf. Section 4.2). On the technical
side, a constraint propagator for the acyclicity constraint was developed and incorporated
in off-the-shelf SAT solvers minisat and glucose. The propagator sanctions stronger
inferences compared to certain encodings of the acyclicity constraint in pure SAT. Also,
SAT modulo acyclicity offers a viable way to implement ASP via translations. The linear
embedding of answer-set programs devised in [27] forms a new basis for translation-based
ASP, building on the idea of cross translation where the actual output format and the
back-end solver to be used are decided in the last phase of translation. A number of
translation-based solvers (the lp2acyc family) participated in the 6th ASP competition,
truly challenging native ASP solvers in performance.

4.4 Probabilistic Graphical Models

Work on exact approaches to (optimal) learning of and inference in probabilistic graphical
models expanded in scope within 2014–2015. Currently the best performing known ap-
proach to learning guaranteed optimal bounded-treewidth Bayesian networks, employing
MaxSAT solvers, was developed [9]. In a series of articles [21, 22, 45], new search heuris-
tics and pruning techniques for the A∗-based URLearning system for optimal Bayesian
network structure learning (BNSL) were developed, currently constituting one of the best
performing systems for the problem. MaxSAT-based search for cutting planes was devel-
oped [53] and shown to be competitive with the ILP-based cutting planes implemented
in the gobnilp system for BNSL. A portfolio approach to BNSL was also developed
[44], constituting the most effective exact BNSL approach today, by employing machine
learning–based portfolio construction over parameterizations of URLearning and gob-
nilp. Furthermore, a principled empirical study was performed and reported in [43],
providing clear evidence that developing exact approaches to BNSL is important in light
of the quality of the learned networks. The case of Markov networks and the respective
structure learning problem (MNSL) were considered in [40]. The best performance was
obtained using the state-of-the-art ASP solver clasp and a compact ASP encoding which
essentially formalizes perfect elimination orderings of chordal graphs.

Going beyond BNSL/MNSL, novel approaches to wider PGM model classes were developed
based on constraint optimization solvers, including a most general approach to cyclic causal
structure discovery with latents [38] and a first approach to learning guaranteed-optimal
chain graphs [55]. Building on the exact approach to causal structure discovery, the gap
between causal structure discovery and the do-calculus was bridged in [39] by a method for
the identification of causal effects on the basis of arbitrary (equivalence) classes of semi-
Markovian causal models, using a general logical representation of the equivalence class of
graphs obtained from a causal structure discovery algorithm, the properties of which can
then be queried by procedures implementing the do-calculus inference for causal effects.
By linking the constraint optimization based work to structure discovery, a benchmark
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library of structure discovery problems for the constraint solver community was made
available [6].

4.5 Further Applications

The development constraint-based search and optimization techniques has led to a wide
variety of applications, to be summarized below. Applications in argumentation and
temporal planning are more extensive as detailed in Sections 4.5.1 and 4.5.2, respectively.

In 2014-2015, ASP technology was applied in a num-
ber of contexts to solve real-life problems. In phy-
logenetic inference about the origin of species, one
central problem is the construction of a supertree
out of several phylogenetic trees with possibly con-
flicting information. In [42], the supertree construc-
tion problem was formalized as two ASP encodings,
one based on quartets and the other on direct pro-
jections. The encodings were used to compute a
genus-level supertree for the family of cats (Felidae).
The quality of the supertrees obtained was compa-
rable to the one previously found using heuristic ma-
trix representation with parsimony (MRP) method.
Various configuration problems form a traditional
application area for ASP. An abstract combination
of Siemens product configuration problems was ad-

Figure 4.1: Genus Level Supertree for the
Felidae Dataset

dressed in [35]. It is shown how the performance of clasp can be improved by incorpo-
rating domain-specific heuristic information.

Yet another task well-suited for ASP is the shift design problem [1]. The goal of the
problem being formalized is to align a minimum number of shifts in order to meet required
numbers of employees so that over and understaffing is minimized.

In connection to data analysis tasks, MaxSAT-based application studies were reported on
various computationally hard problems, including exact treewidth [7], constrained corre-
lation clustering [8], and neighborhood-embedding information visualization [15]. Further
studies touched aspects of synthesizing distributed algorithms with SAT-based techniques
[18], complexity analysis of various inconsistency measures [56], circuit complexity [23],
and connections of modal logics and distributed computing [36].

4.5.1 Abstract Argumentation

In terms of other domain-specific work one strong application focus was on developing
and analyzing SAT-based techniques for NP and beyond-NP reasoning problems arising
from the study of computational aspects of argumentation — an important area of mod-
ern AI research. The SAT-based counterexample-guided abstraction refinement (CEGAR)
approach, implemented in the cegartix system [19, 20] for credulous and skeptical accep-
tance problems over argumentation frameworks. The system gained top positions in the
First International Competition on Computation Models for Argumentation (ICCMA’15).
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Further advances for these problems were made via developing novel ASP encodings [24] as
well as through a study of the fundamental inference rules employed by different argumen-
tation systems [14]. More recently, computational problems to argumentation dynamics
were studied [57, 46], providing a first system of its generality for the so-called extension
enforcement and status enforcement problems (of NP and beyond-NP complexity), with
strong links to belief revision.

4.5.2 Temporal Planning

An important class of sequential decision making problems is based on actions and tasks
with a metric duration which can temporally overlap in different ways. An action is
executable when its preconditions are true, and the resources it needs are available. When
an action is taken, it allocates the required resources, and causes changes to the values
of state variables at the specified time points. A plan is a schedule of executable actions
that, starting from a specified initial state, reaches a goal state. This type of planning is
known as temporal planning. In this research, a number of important aspects of solving
temporal planning problems with constraint-based methods have been investigated.

In temporal planning, similarly to other reachability problems for timed systems, pruning
of the search space with invariants, facts that are known to hold in all reachable states,
is often critical to the performance of search algorithms. In [48], a general and efficient
algorithm for finding a wide class of invariants for temporal planning problems is devised
for the first time. Earlier algorithms limit to narrower classes of invariants, typically at-
most-one invariants, and are defined only for syntactically very limited temporal modeling
languages. The current work lifts both restrictions, and achieves a very high degree of
generality both in terms of modeling languages and classes of invariants found.

Further, more efficient translations of temporal planning into constraint-based models
were investigated. It was shown that some of the best known existing modeling languages
are incompatible with efficient constraint-based models, due to a unnecessarily low-level
mechanism for representing resource allocation and deallocation [51], in analogy to other
low-level aspects of modeling languages [50]. Then, it was shown in [49], how expressive
resource-aware modeling languages for temporal planning can be efficiently translated
into the SAT modulo theories (SMT) framework, and solved with state-of-the-art SMT
solvers. A main innovation in the work is the development of effective methods for dis-
cretizing temporal planning models, by replacing real-valued time by integer-valued time,
which in many cases leads to constraint models that are far more efficiently solvable than
corresponding undiscretized models.
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5.1 Introduction

The goal of COIN flagship application F1 Intelligent Information Access is to break the
conventional keyboard-mouse-display based human–computer interaction scheme and al-
low the user to access contextual information in the real world. This goal can be reached
by applying solid computational inference methods that can make use of the massive in-
terrelated information sources when selecting what information to present to the user, and
do the inference on-line, learning relevance from the user’s responses. For the user input
we develop techniques for analyzing diverse search cues and semantic indications, such as
visual gestures, gaze patterns, audible background, recognized speech, physiological mea-
surements, and sensory data, which together can reveal the target of the user’s current
information need.

5.2 Contextual information interfaces

A significant fraction of information searches are motivated by the users task, such as
documents that the user is reading or writing. An ideal search engine would be able to use
contextual information inferred from the task in order to retrieve useful information. We
have proposed a method for detecting implicit search intent using the information available
from the task that the user is engaged in [1]. Using the intent model, information relevant
to the user’s task can be proactively retrieved without user initiation. We utilize an upper
confidence bound algorithm, which estimates the intent using a multi-armed bandit model
via balancing exploration and exploitation.

We study the method in two experimental setups: large-scale simulations and a user
study. The simulations used pre-written articles from several standard data sets. In
the user study, the user’s task was to write an essay on a given topic. The results of
the simulations show that a user’s search intent can be inferred from the task context and
that the model can retrieve information relevant to the task. The user study demonstrated
that a higher task-level recall can be achieved with the proposed method, but with the
trade-off of sacrificing precision, the latter being a common characteristic of proactive
recommendation systems.
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5.3 Interactive intent modelling and SciNet

Inferring a user’s intention in human-computer interaction is a key research issue for
developing personalized systems. In this line of research, we focused on the information
retrieval setup. Traditional search engines support user needs in scenarios where the user
is aware of what they are looking for. However, systems that would support exploratory
search activities, requiring learning and investigating the information space, have turned
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out to be more difficult to design. One reason is that in an exploratory search setting
the searcher is not familiar with the information a priori, and hence requires iteration
of interpretation, synthesis, and evaluation of the found information to accomplish their
task. We propose that better support for exploration can be provided through learning
from feedback on higher level representations of the data sets, such as topics or keywords,
that are extracted from document features.

We have proposed new methodology for interactive information search, namely Interactive
Intent Modeling [5], where the user’s search intent and its alternatives are modeled and
displayed for feedback on an interactive display. This feedback enables applying machine
learning techniques such as reinforcement learning to improve relevance, novelty and di-
versity of results.1 Based on the interactive intent modeling approach, we built SciNet, an
information access system that couples advanced machine learning techniques for inter-
active intent modeling with advanced information visualization and interaction to boost
exploratory search. The primary goal of the system is to assist scientists in finding and
exploring the relevant literature on a given research topic quickly and effectively, although
the approach can additionally be easily adapted to other domains.

The interactive intent modeling approach yields greatly improved information seeking
task performance in user studies. In detail, we could show that users using our approach
achieved significantly better task performances, retrieved relevant information items more
effectively, interacted more without a decrease of the quality of information, and were also
more pleased with their search experience.

The interactive interface In the interactive interface, instead of only typing queries at
each iteration, the user can navigate by manipulating keywords on a visual display shown
in Figure 5.1. The manipulations of keywords are used as feedback which the system
uses to improve its estimation of the user’s search intent. This results in new keywords
appearing on the screen as well as a new set of documents being presented to the user.
The search starts with the user typing in a query, which results in a set of keywords
being displayed in the exploratory view on the left hand-side of the screen and a set of
articles being displayed on the right hand-side of the screen. The user can manipulate the
keywords in the exploratory view to indicate their relevance: the closer to the center a
given keyword is, the more relevant it is. The user can manipulate as many keywords as
she likes. After each iteration, new keywords and new articles are displayed. The search
continues until the user is satisfied with the results.

Information seeking with interactive intent modeling The interactive intent mod-
eling approach brings many benefits to the way users perform their information seeking
tasks:

• It allows users to direct their search using the offered keyword cues at any point of
time without getting trapped in a context, or having to provide tedious document–
level relevance feedback, or relying on implicit feedback mechanisms that may take
long to converge.

1In detail, the searchers intents are estimated by a reinforcement-learning based intent model by si-
multaneously maximizing the relevance of estimated search intents for the searcher and minimizing the
uncertainty of the intent estimates of the system.
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Figure 5.1: A novel information access system based on interactive intent modeling, where
users are shown a representation of their estimated present and future intents on an
interactive visual interface, and they can give natural feedback on the interface to tune
the search towards relevant information. Search intents are visualized through keywords
on a radial layout (A). The orange center area represents the user: the closer a keyword
is to the center the more relevant it is to the estimated intent. The intent model used
for retrieval is visualized as keywords in the inner circle (C); projected future intents are
visualized as keywords in the outer circle (B). Details of Keywords can be inspected with
a fisheye lens (D).

• The users can actively engage in an exploratory search loop where they manipulate
article features such as keywords, and the underlying machine learning system of-
fers them navigation options (keywords, articles) using an exploration–exploitation
paradigm. The search becomes significantly faster by allowing exploration and easier
query manipulation.

• We have found a suitable abstract level on which it is convenient for the users to
direct their search (in our case, the document keywords are the navigation options
users can use to direct their search), and use observed interaction together with
feedback to feed reinforcement learning–based optimization of further navigation
options. This can support users in better directing the exploratory search nearer or
further from the current context and following a direction.

Main components of the intent modeling process The visualization allow the
user to give feedback (assign relevance scores) to the displayed keywords by moving them
within the exploratory view provided by the system (keyword manipulation), which is
then provided as feedback to reinforcement learning (RL) methods. Through keyword
manipulation, the user can direct the search according to her interest, while the inbuilt
RL mechanism helps the system to form a model of user’s interests and suggest appropriate
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keywords and documents in the next search iteration. The learning of the user’s intent
and the corresponding retrieval of new relevant documents and keywords is composed of
three main modules: (1) Information Retrieval and Ranking, (2) Keywords Exploration,
and (3) Document Diversification. The process of modeling the user’s intent is restarted
once the user types in a new query and we build a new user model for each session to
avoid the issue of “over-personalization”.

Three main blocks of the system are responsible for the initial retrieval and ranking of
documents, and exploration in the keyword and the document spaces using RL. The ini-
tial set of documents and their rankings are obtained through the Information Retrieval
and Ranking module. Having received feedback on keywords, the system enters the ex-
ploratory loop. The explicit user feedback is sent to the Keywords Exploration and the
Document Diversification modules. The Keywords Exploration module implements user
model estimation using RL techniques. The user model is a representation of the system’s
belief about the user’s informational need at the current iteration of retrieval. The com-
ponent receives feedback from the user and produces a list of keywords with weights which
are passed on to the Information Retrieval and Ranking module, which predicts a new set
of documents for the new search iteration based on the predicted user model. Thus, the
dataset in the system is not static and it changes at every iteration based on the present,
best estimation of the user model.

The Document Diversification module is responsible for determining the set and order of
documents that are passed on to the Interface. The module uses exploration–exploitation
techniques to sample a set of documents to display to the user, while keeping the ranking
obtained from the Information Retrieval and Ranking module. The new set of documents
is used in Keywords Exploration module to capture dependencies between keywords. The
user model is visualized in the exploratory view, which allows the user to give feedback to
the system through keyword manipulation. A list of articles is also presented to the user.
The system gets new feedback from the user and continues in the iterative feedback loop.

Based on the foundations of the mentioned system for interactive intent modeling [5], we
have proposed and developed several new algorithms and methods that relax the simpli-
fying assumptions of the system. The following, is a summary of the new findings:

Improving controllability and predictability One problem in exploratory search is
that the user is often modelled as a passive source of relevance information, instead of an
active entity trying to steer the system based on evolving information needs. This may
cause the user to feel that the response of the system is inconsistent with her steering.
Another problem arises due to the sheer size and complexity of the information space, and
hence of the system, as it may be difficult for the user to anticipate the consequences of
her actions in this complex environment. These problems can be mitigated by interpreting
the user’s actions as setting a goal for an optimization problem regarding the system state,
instead of passive relevance feedback, and by allowing the user to see the predicted effects
of an action before committing to it. In [4], we presented an implementation of these
improvements in SciNet system. A user study gave some indication on improvements in
task performance, usability, perceived usefulness and user acceptance.

Taking advantage of multiple feedback domains One of the big challenges of ex-
ploratory search is that the amount of user feedback is very limited compared to the size
of the information space to be explored. To tackle this problem we introduced coupled
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multi-armed bandits algorithm [2] that takes into account user feedback on both the re-
trieved items (documents) and their features (keywords). This new reinforcement learning
method employs a probabilistic model of the relationship between the feedback domains
to improve the exploratory search. Simulation results and a preliminary user study have
shown that the new algorithm improves user satisfaction and quality of retrieved informa-
tion.

Dealing with concept drift One challenge in intent modeling is that users usually start
with considerable uncertainty about their search goals, and so the search intent of the user
may be volatile as the user is constantly learning and reformulating her search hypothesis
during the search. This may lead to a noticeable concept drift in the relevance feedback
given by the user. In [3], We formulated a Bayesian regression model for predicting the
accuracy of each individual user feedback and thus find outliers in the feedback data set.
To accompany this model, we introduced a timeline interface that visualizes the feedback
history to the user and gives her suggestions on which past feedback is likely in need of
adjustment. This interface also allows the user to adjust the feedback accuracy inferences
made by the model. Simulation experiments demonstrated that the performance of the
new user model outperforms a simpler baseline and that the performance approaches that
of an oracle, given a small amount of additional user interaction. A user study showed that
the proposed modeling technique, combined with the timeline interface, made it easier for
the users to notice and correct mistakes in their feedback, resulted in better and more
diverse recommendations, allowed users to easier find items they liked, and was more
understandable.

Multiple streams of intent modeling We have also introduced a system called In-
tentStreams which rovides interactive query refinement mechanisms through interactive
intent modeling and shows parallel visualization of search streams [1]. The system models
each search stream via an intent model allowing rapid user feedback. Streams are shown
as columns of search results, with separate interfaces for giving keyword feedback, and
interactivity options to transfer keywords across streams. The user interface thus allows
swift initiation of alternative and parallel search streams by direct manipulation that does
not require typing. A study with 13 participants shows that IntentStreams provides better
support for branching behavior compared to a conventional search system.

Transfer of learned user models between systems A user model learned through
interactive intent modeling can be useful for systems operating on related domains. We
have compared methods of cross-system user model transfer across two large real-life
systems [6]: we transfer user models built for information seeking of scientific articles in
the SciNet exploratory search system, operating over tens of millions of articles, to perform
cold-start recommendation of scientific talks in the CoMeT talk management system,
operating over hundreds of talks. Our user study focuses on transfer of novel explicit
open user models curated by the user during information seeking. Results show strong
improvement in cold-start talk recommendation by transferring open user models, and
also reveal why explicit open models work better in cross-domain context than traditional
hidden implicit models.
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5.4 Biosignal feedback and brain activity

Besides direct interaction patterns, we can exploit various biosignals to learn about the
user’s attention and relevance of information items. We have strong background in deriv-
ing implicit feedback signals from peripheral observations such as eye movements, but the
amount of information revealed by such sources is naturally limited. Our current research
focuses on more directly estimating the users interests by monitoring the brain activity
itself using electroencephalogram (EEG) and magnetoencephalogram (MEG) measure-
ments, which requires advanced machine learning methodologies for extracting the relevant
information from noisy measurements.

In [3] we used MEG signals and Gaussian process classifiers for decoding the relevance
of images in visual retrieval tasks. We showed that subjective image relevance can be
predicted from the brain signal alone and that by fusing the brain signals with eye move-
ments we can further improve the accuracy compared to using either signal alone. While
MEG measurements are infeasible for developing practical retrieval tools, these results
demonstrate that inferring relevance judgements from brain activity is possible and they
help in identifying what kind of activity profiles (temporal and spatial) to look for.
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Practical information retrieval systems need to rely on more peripheral measurements,
and we have shown that they are also sufficient for detecting relevance judgements. In [1]
we used full-scalp EEG to infer the relevance of textual information using a Bayesian
multiple kernel learning classifier, demonstrating for the first time that the term relevance
can be predicted directly from EEG with high precision. In [2] we showed that textual
relevance can be predicted within 6 seconds of the relevance judgement also based on
low cost unobtrusive sensors that measure skin conductance and brow muscle activity,
but naturally with limited accuracy compared to directly measuring the brain activity.
Combining these two sources can lead to further improvements, and these results point
towards practical retrieval tools inferring relevance judgements from brain activity and
other biosignals.
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5.5 Visual recognition of human actions

Analysing human actions in images and videos has long been an important area of com-
puter vision, constantly receiving the attention of researchers. Humans and their actions
are often central in deciding the meaning and interpretation of the contents of a given piece
of visual material. The human action analysis is used, e.g., in surveillance and patient
monitoring systems, and in various kinds of human-computer interfaces. Applications in
information retrieval are also becoming more common.

Action recognition in still images Person description in still images is a challenging
problem in computer vision. We investigated in [1] two major aspects of person description:
1) gender and 2) action recognition in still images. Most state-of-the-art approaches for
gender and action recognition rely on the description of a single body part, such as face
or full-body. However, relying on a single body part is suboptimal due to significant
variations in scale, viewpoint, and pose in real-world images, and we proposed a semantic
pyramid approach for pose normalization. The experiments clearly demonstrated that the
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proposed approach, despite its simplicity, outperforms state-of-the-art methods for gender
and action recognition.

In a follow-up study [2], we proposed the use of deep semantic pyramids for human at-
tributes and action recognition. In the context of object recognition and detection, convo-
lutional neural networks (CNNs) or deep features have shown to improve the performance
over the conventional shallow features. Our method works by constructing spatial pyra-
mids based on CNNs of different part locations. These pyramids are then combined to
obtain a single semantic representation. Again, we were able to show a gain in performance
compared to best methods in literature.

Gesture recognition in RGB-D videos Action and gesture recognition from motion
capture and RGB-D camera sequences has recently emerged as a renowned and challenging
research topic. The general aim is to provide automated analysis of various kinds of human
activities. Starting from either video, motion capture, depth data, or some combination
of these, many action and gesture recognition methods have been developed for various
applications, such as surveillance, human-computer interfaces, gaming, and analysis of
sign language. We have proposed a method based on classifying a motion initially on
the frame level and then making the final classification decision considering the whole
sequence, instead of building a feature representation on the sequence level [3]. Each
frame-level feature is classified with an extreme learning machine (ELM) classifier. The
method retains high recognition accuracy for up to 40 actions, and is computationally
light and can thus be used in online applications.

Video analysis of sign language Analysis of sign language videos is a very special
case of human action analysis as in sign language the movements and postures carry
the very information the signers want to communicate. From the point of computer
vision research, sign language analysis is scientifically interesting as it entails challenging
problems involving complex body movements and skin-coloured articulators that occlude
each other. Current sign language research often utilises corpus-based approaches where
large collections of videos would need to be annotated at least for signs on the basis of
information concerning, for example, the locations, shapes, and movements of the hands
producing them. Also non-manual aspects of the videos would often be of importance.

It is inconceivable to try to understand sign language without recognising also the hand-
shapes. In our study [4], we studied which visual feature extraction methods would be the
most useful for the recognition of the handshape and detailed statistical descriptions of
the texture within the skin blob areas seemed to perform best. After our earlier studies on
head pose estimation, we proposed and evaluated methods for estimating the state of facial
elements—eyes, eyebrows and mouth—in the context of sign language in [5]. The applica-
bility of such methods is naturally not limited to sign language analysis even though they
have been devised specifically for this application. For example, we have demonstrated
their use for speaker identification in news broadcast videos.

We have made publicly available our developed methods in the SLMotion video analysis
toolkit [6] and our used video data in the S-pot benchmark dataset [7].

Gesture passwords In addition to usability aspects, human-computer interaction re-
search also has implications on computer security through, e.g., the study of authentication
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methods. Building on our earlier work on the maximum achievable information-theoretic
capacity of human motion, and thus also human-computer interfaces, we propose a generic
index that characterizes the properties of gesture passwords [8]. This research has in-
formed the development of secure, memorable, and easy-to-use authentication approaches
especially for mobile devices, see [9].
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5.6 Speech recognition

Training and adaptation of acoustic models Acoustic modeling in speech tech-
nology means building statistical models for some meaningful speech units based on the
feature vectors computed from speech. In most systems the speech signal is first chunked
into overlapping 20-30 ms time windows at every 10 ms and the spectral representation is
computed from each frame. Commonly used feature vector consist of mel-frequency cep-
stral coefficients (MFCC) or linear predictor (LP) based features. MFCCs are the result
of the discrete cosine transform (DCT) applied to the logarithmic mel-scaled filter bank
energies. LP-based analysis methods model the vocal tract formants more directly. Local
temporal dynamics can be captured by concatenating the first and second order delta
features (time differences) to the basic feature vector.

The acoustic feature sequence is typically modeled using hidden Markov models (HMM).
In a simple system each phoneme is modeled by a separate HMM, where the emission
distributions of the HMM states are Gaussian mixtures (GMMs). In practice, however,
we need to take the phoneme context into account. In that case each phoneme is modeled
by multiple HMMs, representing different neighboring phonemes. This leads easily to very
complex acoustic models where the number of parameters is in order of millions. Note that
similar models are used for speech recognition as for speech synthesis. Different training
techniques can be used for adapting the model to the task at hand.

As accoustic models have a vast amount of parameters, a substantial amount of data is
needed to train these models robustly. In the case a model needs to be targeted to a
specific speaker, speaker group or other condition, not always sufficient data is available.
The generic solution for this is to use adaptation methods like Constrained Maximum
Likelihood Linear Regression [1] to transform a generic model in to a specific model using
a limited amount of data.

The HMM-based acoustic modeling framework of an ASR system can be inverted and
used to generate speech with some modifications. Text-to-speech (TTS) systems take text
prompts as input, predict prosodic elements related to duration and stress, and use the
acoustic models to generate vocoder parameters for synthetic speech. The acoustic models
for TTS are often trained separately for each speaker, and try to capture the expressiveness
of the speech and the personal characteristics of the speaker. Model clustering is used to get
more robust approximations for similar phones, as well as to allow synthesis of previously
unseen phone sequences. In a similar fashion to ASR, an average acoustic model can be
adapted to a new speaker with a small amount of speech data [2]. The speaker-adaptive
system is also very robust against noise and reverberation in the adaptation data [3,12].
With high-quality average voice models, it is possible to create high-quality adapted voices
even when there is a presence of noise in the adaptation data. Beside speaker adaptation,
it is possible to adapt a TTS voice to a different speaking style.

Noise robust speech recognition Reasonably accurate speech recognition has been
possible for years in controlled conditions where the noise levels are low and words are
clearly articulated. The continuously increasing computational power has enabled the
study of complex speech recognition systems trained on thousands of hours of speech
data. The recent advances in neural networks have set the current research trend to-
wards hybrid multilayer-perceptron and HMM structures that are displacing the tradi-
tional HMM-GMM structures as the basis of modern ASR systems. Despite the progress,
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the performances of the most complex systems still degrade in the presence noise. The
work presented in this section is focused on methods that model the uncertainty in the
observed or reconstructed (or cleaned) speech features when the clean speech signal is
corrupted with noise from an unknown source. In [4] we present an in-depth study of
estimators of observation uncertainty to improve the performance of a noisy speech recog-
nition, augmented by new uncertainty heuristics and a channel normalization step to
improve the match between signal and the speech and noise dictionaries. The recognition
performance is also evaluated using real noisy speech and compared against the SPLICE
feature enhancement method.

The missing data methods, which draw inspiration from the human auditory system [5],
are based on the assumption that the noise corrupted speech signal can be divided into reli-
able speech-dominant and unreliable noise-dominant time-frequency regions as illustrated
in 5.2.

Figure 5.2: Logarithmic Mel spectrogram of (a) an utterance recorded in a quiet envi-
ronment and (b) the same utterance corrupted with additive noise. The noise mask (c)
constructed for the noisy speech signal indicates the speech dominated regions in black
and the noise dominated regions in white.

The speech and noise segregation can be simplified to a binary classification problem
e.g. by extracting acoustic features that are important for the auditory organization of
speech [10]. Such features are, for example, interaural time difference and interaural level
difference which measure the differences in arrival time and intensity of a sound signal
between two ears.

In our missing data approaches, the missing clean speech information is reconstructed ei-
ther by cluster-based imputation or sparse imputation in windows that span several time
frames. The cluster-based imputation is based on modelling the statistical dependencies
between clean speech features and using the model and the reliable observations to cal-
culate clean speech estimates for the missing values. The imputed missing clean speech
features can also be associated with an approximate posterior distribution to model un-
certainty in the reconstruction. Noise-robust speech recognition based on the approximate
posterior proposed in [6] improved speech recognition performance compared to baseline
cluster-based imputation.
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Constraining and adapting language models Early speech recognition systems used
rigid grammars to describe the recognized language. Typically the grammar included a
limited set of sentences used to command the system. Such language models do not
scale for large vocabulary continuous speech recognition. Therefore modern recognizers,
including the Aalto University recognizer, use a statistical language model (LM).

Statistical language models are usually trained on large quantities of newspaper texts.
When large-vocabulary speech recognition is applied in a specialized domain, the vocabu-
lary and speaking style may substantially differ from those in the corpra that are available
for Finnish language. Using additional text material from the specific domain, when
estimating the language model, is beneficial, or even necessary for proper recognition ac-
curacy. In our efforts to improve the recognition of conversational Finnish speech, we have
developed methods to retrieve texts from the Web and select texts which are more likely
to be of a conversational and informal nature [7]. An LM trained on filtered Web data
significantly improves the recognition of conversational speech.

We often want to adapt the LM to a certain topic. Usually we can’t find enough data
to train a reliable standalone topic-specific LM. The standard setting for language model
adaptation is to combine a background model trained on newspaper texts (large text set)
with an adapted model trained on topic-specific texts (small text set).

One focus of our research has been to develop unsupervised language model adaptation
for Finnish speech recognition [8]. We have developed an adaptation framework where the
topic is estimated from first-pass ASR output. Topic-related texts are retrieved from an
online source and used to train a small topic LM which is combined with the background
LM through linear interpolation. The adapted LM is then used in second-pass recognition.

Another focus point has been to adapt the vocabulary to improve the recognition of foreign
words in Finnish speech recognition. This involves detecting foreign word candidates
in topic-specific texts and generating pronunciation variants for them. Adding several
new pronunciation variants to the vocabulary can increase acoustic confusability between
words. A challenge has been to improve recognition of foreign words while maintaining
recognition accuracy of native words intact [7,8].

Content based audio retrieval While multimedia content available online in the in-
ternet grows exponentially every day, searches are still often based on textual labels.
Considering the user contributed content in services like YouTube, for instance, searches
can be conducted on clip titles or other key words, but there is yet no possibility to search
in within these clips. More intelligent access would allow a direct and precise access to
the multimedia content [9,11]. Movies could be searched based on what the actors said,
what are the images in the video, or what are the sounds in the audio track. Imagine
a personal media clip from wedding parties. With an intelligent search the user could
find the moment when the wedding cake was cut, when the band in the weddings started
playing wedding waltz or the moment of the honeymoon when a lion roared loudly in a
safari.
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5.7 Video content analysis for intelligent access

Deep Convolutional Neural Network features A recent major development in im-
age and video content classification has been the use of deep convolutional neural networks
(CNNs), with excellent results. It has been observed that CNNs trained with one visual
dataset can function as highly discriminative features even for considerably different data
domains and tasks. One can therefore employ CNNs trained with external data as uni-
versal visual feature extractors in a standard concept detection framework. In 2014, our
PicSOM image and video analysis system included a total of 24 CNN features extracted
with four different CNN networks [1]. Our participation in NIST’s annual TRECVID video
retrieval evaluation was very successful, and of the total 75 submissions in the Semantic
Indexing task, only the MediaMill group of the University of Amsterdam submitted runs
that were superior to the two best PicSOM runs in their MXIAP results [2].

Affective content analysis of movies The term affect denotes a broad category en-
compassing feelings, emotions and moods of humans. There are many application areas for
which computational models of affect would have great value, for example movie indexing
and recommendation systems, as well as image content classification. In [3] we performed
a set of experiments to predict the affective content for 14 movie clips, taken from popular
mainstream movies made between 1955 and 2009 encompassing several genres. Ground
truth data was collected in a user experiment in which 72 participants were shown a series
of movie clips and asked to assess their stylistic, aesthetic and affective attributes. The
human-provided ratings were then used to train the algorithms used in the computational
prediction.

Our study found that felt affect was the easiest to predict, while style was the second
easiest category to predict, followed by perceived affect, and lastly, aesthetics. The finding
is interesting in the sense that though both affect and aesthetics are abstract concepts,
the former appears to be more closely linked to low-level features than the latter. Our
feature-specific results corroborate earlier findings that aural features are suited for arousal
modelling, and that temporal features generally perform well in affect modeling.

In 2014 and 2015 we organized the MediaEval Affect Task together with an international
team of researchers. The task had two tracks: violent scene detection and induced affect
detection. The benchmark challenges participants to develop algorithms for finding the
relevant scenes in movies provided by the organisers. The task was a great success which
engaged the multimedia community, and having a growing participation over the years.
The task ended in 2015, but spawned two new continuation tasks for 2016: emotional
impact and interestingness detection.

Large-Scale Movie Description Challenge The problem of describing videos using
natural language has garnered a lot of interest in the last year, after the great progress
recently made in automatic image captioning. This development has been partly driven
also by the availability of large public datasets of images and videos with human-annotated
captions describing them. A popular recipe for solving the image and video captioning
problem has been to use an encoder–decoder model, where the encoder model produces a
feature vector representation of the visual input, and the decoder model, usually a Long-
Short Term Memory recurrent network model, takes the feature vector as the input and
generates a caption as the output. We employed this architecture when participating in
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The Large Scale Movie Description Challenge organized in the ICCV 2015 Workshop on
describing and understanding video [4]. Among all participants of the challenge, our sub-
mission was ranked the best by a human evalution that assessed the correctness, grammar,
relevance and helpfulness of the generated captions.
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5.8 Deep neural network research

In 2014, NADE-k [1] was published. This paper extended neural autoregressive den-
sity estimator (NADE) with multiple step inference scheme. Such an extension leads to
better training performance of NADE. Later in 2014, Linear State-Space Model with Time-
Varying Dynamics [2] was published. This paper introduced a linear state-space model
with time varying dynamics. The model forms the dynamics as a linear combination and
the changes can be smooth and more continuous. In 2015, Techniques for Learning Binary
Stochastic Feedforward Neural Networks [3] was published. Binary stochastic feedforward
neural networks have several theoretical appeals compared to continuous valued neural
networks. This paper proposed two new estimators for the training the neural networks.
Later in 2015, Bidirectional Recurrent Neural Networks as Generative Models [4] was pub-
lished. This paper proposed two probabilistic interpretations of bidirectional RNNs that
can be used to reconstruct missing gaps in high-dimensional time series efficiently. At the
same time, Semi-Supervised Learning with Ladder Networks [5] was published. This paper
combined supervised learning with unsupervised learning in deep neural networks. The
proposed model is trained to simultaneously minimize the sum of supervised and unsu-
pervised cost functions by backpropagation, avoiding the need for layer-wise pre-training.
The resulting model reaches state-of-the-art performance on two common datasets.
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Bidirectional Recurrent Neural Networks as Generative Models. Advances in Neural
Information Processing Systems (NIPS), 2015.

[5] A. Rasmus, H. Valpola, M. Honkala, M. Berglund, and T. Raiko. Semi-Supervised
Learning with Ladder Networks. Advances in Neural Information Processing Systems
(NIPS), 2015.



112 F1: Intelligent Information Access



Chapter 6

F2: Computational Molecular
Biology and Medicine

Erik Aurell, Jukka Corander, Samuel Kaski, Antti Honkela, Marcin Skwark,
Santeri Puranen, Maiju Pesonen, Yingying Xu, Lu Cheng, Michael Gutmann,
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6.1 Introduction

The research activities in F2 involve the development of stochastic models and related
inference algorithms for computational biology and medicine, as well as their application to
real data in collaboration with biological experts. Efforts to bring the group together have
been documented in an earlier report. The current reporting period has seen an increased
collaboration in the group, as will be documented below. For the current reporting period
Marcin Skwark acted as coordinating postdoc from August 2013 until July 2015 after
which this function was taken over by the co-PIs acting jointly.

6.2 Protein structure prediction by direct coupling analysis

In a previous report we presented the direct-coupling analysis approach to the prediction
of amino acid contacts in a protein structure from many homologous protein sequences.
This approach amounts to learning a model in an exponential family over categorical
variables (the amino acids), with linear and quadratic terms. By analogy with statistical
physics such models are usually referred to as “Potts models”; they differ from the more
commonly used “Ising models” in that the variables take values in a discrete set but are
not Boolean and in the greater number of interaction parameters. During the reporting
period in question we have published a new version of our pseudo-maximum-likelihood-
based mathod to plmDCA which is many times faster than the previous method by using
a different output routine [1] and one of the largest competitive evaluations to date [2]. An
important conceptual point is why these methods work so well at all; on this we recently
published (by invitation) a polemic [3].

References

[1] Magnus Ekeberg, Tuomo Hartonen, Erik Aurell Fast pseudolikelihood maximization
for direct-coupling analysis of protein structure from many homologous amino-acid
sequences Journal of Computational Physics 276 341-356 (2014)

[2] Christoph Feinauer, Marcin J. Skwark, Andrea Pagnani, Erik Aurell Improving contact
prediction along three dimensions PLoS Comp Biology (2014) e1003847.

[3] Erik Aurell The Maximum Entropy Fallacy Redux? PLOS Comp. Bio.,1004777 (2016)

[4] MJ Skwark, D Raimondi, M Michel, A Elofsson Improved contact predictions using
the recognition of protein like contact patterns PLoS Comput Biol 10 (11), e1003889
24, 2014

6.3 Global epistatic analysis

Aurell and Corander have generalized the methodology of the direct coupling analysis to
analyse the co-variation over whole bacterial genomes [1]. For this effort we used a unique
data set of more than 3000 full-genome sequences of Staphylococcus pneumoniae (the
pneumococcus) from patient samples, published by Corander and co-workers from Sanger
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Institute (Hinxton, UK) and Imperial College [2]. The main results of [1], paper under
review but which have been presented at several international conferences, are that it is
possible to find the main known players of antibiotic resistance in the pneumococcus (three
variants of the family of penicillin-binding proteins (PBPs)). This is in itself interesting
as these key enzymes, which are known to be the target of penecillin and similar drugs,
have not previously been identified from large-scale sequencing data. It is also of interest
that the analysis allow to predict/identify which pairs of PBPs contribute synergetically to
bacterial fitness (epistasis) and moreover which parts of these proteins do so. Furthermore
it is possible to identify epistatic effects involving the PBPs and other pneumococcus genes.
These results are under further study with our collaborators at Sanger and Imperial. We
have also launched an effort to repeat the analysis for several similar data sets which are
coming on-line, results which will be reported at a later date.
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6.4 Computational inference for microbiology and infec-
tious disease epidemiology

Bacteria and viruses are an inevitable part of all life on earth, but they also pose a
considerable threat to human and animal health. Recently, resistance to antimicrobial
agents has become a widespread problem in health care, in particular nosocomial infections
have escalated in certain regions, causing significant losses of human life. One of the major
reasons for rapid spread of antibiotic resistance is horizontal gene transfer through bacterial
recombination, which allows acquisition of novel genome elements from other evolutionary
lineages within a named species or alternatively from other species. Recombination plays
also a central role in the adaptation of bacteria into novel niches. We have developed
statistical methods for the study of recombinogenic bacteria by using either limited core
gene variation or whole-genome sequences. Given the high rate of diversification of many
bacteria, whole-genome data pose a tremendous challenge for inference algorithms when
horizontal gene transfer needs to be acknowledged or explicitly modeled.

We have introduced several Bayesian methods for microbial metagenomics analysis, that
targets to estimate microbiome composition and compare microbiome variation across
samples using either high-throughput 16S rRNA gene sequences or massive screening of
all genome components. Our method BeBAC represents the most accurate unsupervised
method for analyzing high-throughput 16S data. Our Bayesian population genomic meth-
ods implemented in software packages BAPS and BratNextGen have gained considerable
popularity for analyses of bacterial genome data. Given that a single multiple genome
alignment may contain up to hundreds of thousands of variable positions and currently
even thousands of bacteria, fitting Bayesian models to such data cannot be reliably done
using any standard algorithms such as Gibbs sampler or basic Metropolis-Hastings. Our
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most recent update to the stochastic optimization algorithm in BAPS software has made
model fitting an order of magnitude faster for large genome data sets, compared to the ear-
lier version. Similarly, the use of large-scale parallel computation has enabled the method
implemented in BratNextGen to become the fastest available Bayesian method for esti-
mating recombinations in bacterial genome data. The other currently available Bayesian
methods are applicable only to data sets that are an order of magnitude smaller than
those still handled by BratNextGen. Using these statistical tools in collaboration with
biologists, we have made several important discoveries about the evolution of bacteria
and transmission of resistance. In particular the two recent papers published in Nature
Genetics present analyses of the largest bacterial sequence data sets ever produced, and
highlight the importance of scalable inference methods to enable biological breakthroughs.
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6.5 Timing of gene expression

Understanding the precise timing of gene transcription is essential for modelling gene
regulation and expression. In [1] we reported results of detailed genome-wide dynamical
modelling of transcription and expression, highlighting widespread significant delays in
RNA production between the completion of Pol-II elongation and accumulation of mature
mRNA. To uncover these delays, we fitted a simple model of transcription to RNA-seq and
Pol-II ChIP-seq time course data using Bayesian techniques. Production delays of more
than 20 min were observed for 11% of genes. Long delays were more common for genes
with short pre-mRNAs. They were also associated with late intron retention in premRNA
data, suggesting a link to splicing.

Estimation of transcript isoform expression from RNA-sequencing data is one of the most
fundamental problems in modern gene expression analysis. The BitSeqVB algorithm [2]
based on fast variational inference of a Bayesian model of RNA sequencing data has been
shown to deliver state-of-the-art accuracy in this problem in independent evaluations (e.g.
Kanitz et al.,). We have also recently extended the method for identification of bacterial
strains from sequencing data [3].
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Sequence-level analysis of multiple genomes or metagenomes requires a combination of
accurate analysis and highly efficient algorithms. In [1] we developed and applied an effi-
cient distributed string mining method for finding discriminative sequence motifs in large
metagenome data sets. The same method has formed the basis for the novel alignment-free
method for pan-genome-wide association study in [2].
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6.6 Probabilistic models of multiple data sources

Chemical systems biology. Analysis of genome-wide effects of drugs is a central
challenge for developing and tailoring precision treatments. Here the Connectivity Map
(CMap) data set is particularly useful; it is a publicly available large collection of high-
throughput molecular profiling measurements from drug treatments on human cancer cells.
We have addressed the problem of modeling the relationships between chemical structures
of drugs causing specific gene expression responses, by applying the novel multi-view data
integration method Group Factor Analysis (GFA, see C2), to find relationships between
specific structural and chemical properties of drugs with the genome-wide responses they
elicit in multiple cancer types (see Figure 6.1), creating testable predictions [2]. We ex-
tended this work further, exploiting the natural tensor structure in the data (drugs, genes,
cancers) to explore the genome-wide responses that are shared across cancers or specific
to individual types of cancer, and which of them are related to drugs effectiveness [3].

Personalized medicine. With the recent biotechnological advances in large scale
molecular profiling of cells, either extracted from patients or grown in cultures, it is now
possible to being building and testing computational models for in-depth analysis of molec-
ular biology of the disease, and to predict most effective treatments. Hence, at the core of
personalized medicine there is a computational problem with two interrelated goals: (1)
Given molecular profiles of cells and sensitivity measurements on an a-priori fixed set of
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Figure 6.1: Group Factor Analysis (GFA) reveals components of drug effects by simultane-
ously decomposing data matrices of drug characteristics and genome-wide gene expression
induced by the drugs.

drugs, predict sensitivity of a new cell to these drugs. (2) Identify potential biomarkers
predictive of drug sensitivity in cancer cells.

We have, in collaboration with the Institute for Molecular Medicine Finland FIMM, de-
veloped a novel probabilistic multi-source machine learning method (see Figure 6.2). Our
method showed the best predictive performance by outperforming other state-of-art meth-
ods proposed by 41 international teams. The specific goal of the crowd-sourced competition
was to predict effectiveness of the drugs on new cells based on the genomic and molecu-
lar measurements. The key property of our method was to combine multiple sources of
information for the cells with the appropriate use of prior biological knowledge [4].

Figure 6.2: Overview of the best performing probabilistic multi-source machine learning
method in NCI-DREAM Drug Sensitivity Prediction Challenge [4].

We further extended this line of research by proposing novel multi-view kernelized methods
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(see C2) that not only utilize the molecular and genomic features but can additionally
incorporate chemical properties of drugs. This is necessary for making predictions for new
drugs on existing cells, which is a step towards in-silico drug discovery for cancer. We
showed that supplementing the models with chemical properties of the drugs improved
the prediction performance. We also addressed a novel task of predicting sensitivity of
completely new drugs on new cells. This task is challenging and required several different
types of side information sources to enhance the prediction performance [5]. Furthermore,
we re-formulated our earlier kernelized multi-view method to be even more effective by
doing the data integration selectively [6]. The method uses the existing genomic pathway
information in a novel and biologically meaningful fashion to learn associations between
groups of genes and the drug sensitivities. The predictive ability of the method was
confirmed with independent experimental wet lab validations.
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6.7 Detection and prediction of multivariate associations

Despite intensive investigation, the variance of many clinically relevant phenotypes, such
as low- and high-density lipoprotein cholesterol, explained by genome-wide SNP data,
falls far below the heritability suggested by twin studies. This motivates the development
of new approaches for association detection to help uncover the hidden effects in multi-
variate data. To address this problem, we developed a non-parametric Bayesian reduced
rank regression model that detects multivariate associations between multiple SNPs and
a high-dimensional phenotype vector [1] (Fig. 6.3A). Our formulation incorporates prior
knowledge about effect sizes and can deal with both common and rare variants. We ana-
lyzed the Northern Finland Birth Cohort with 4,702 individuals, for whom genome-wide
SNP data and metabolic profiles with 74 traits were available, and discovered two genes,
(XRCC4 and MTHFD2L), without previously reported associations, which replicated in a
combined analysis of two additional cohorts (Fig. 6.3B). This demonstrates the benefits of
multivariate modeling, as the same data had been previously analysed with conventional
statistical methods without detecting the associations.

Figure 6.3: A) Graphical illustration of the Bayesian reduced rank regression model for
detecting associations between high-dimensional phenotypes and genotypes. The pheno-
types are assumed affected by the genotypes (SNPs), known factors such as age or sex, and
unknown factors. B) Panels show the identified phenotype combination vs. the genotype
combination for one novel association (gene MTHFD2L). The left panel shows results
in the NFBC1966 detection data set. The center and right panels show results in two
replication data sets: YFS and FINRISK.

When modeling multivariate phenotype data, reliable results depend on being able to ex-
plain away unknown confounders affecting multiple measurement variables simultaneously.
For the challenging task of predicting weak effects of covariates on multivariate response
variables, we extended the non-parameteric reduced rank regression formulation of [1] by
assuming that the structured noise observed in the response vector is a consequence of
noise affecting the latent layer of the model [2]. This assumption improves identifiability,
computational tractability and allows for interpretation in terms of commonly used signal-
to-noise ratio, thus simplifying the problem. Using the new model, prediction performance
was improved over a wide range of multivariate real-world data sets.
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of inhomogeneous PMMs. In Seventeenth International Conference on Artificial
Intelligence and Statistics (AISTATS-2014), pages 229–237, 2014.

[61] Ralf Eichhorn and Erik Aurell. Stochastic thermodynamics. Physica Scripta,
89(4):article id. 048001, 2014.

[62] Manuel J. A. Eugster, Tuukka Ruotsalo, Michiel M. Spapé, Ilkka Kosunen, Oswald
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[188] Mats Sjöberg, Bogdan Ionescu, Yu-Gang Jiang, Vu Lam Quang, Markus Schedl,
and Claire-Hélène Demarty. The MediaEval 2014 Affect Task: Violent Scenes De-
tection. In MediaEval 2014 Workshop, Barcelona, Spain, 2014. CEUR Workshop
Proceedings.
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[214] Ville Viitaniemi, Mats Sjöberg, Markus Koskela, Satoru Ishikawa, and Jorma Laak-
sonen. Advances in Visual Concept Detection: Ten Years of TRECVID, pages 249–
278. Academic Press, Amsterdam, The Netherlands, 2015.

[215] Sami Virpioja and Stig-Arne Grönroos. LeBLEU: N-gram-based Translation Eval-
uation Score for Morphologically Complex Languages. In The Tenth Workshop on
Statistical Machine Translation (WMT15), pages 411–416. Association for Compu-
tational Linguistics, 2015.

[216] Astrid von Mentzer, Thomas R. Connor, Lothar H. Wieler, Torsten Semmler, At-
sushi Iguchi, Nicholas R. Thomson, David A. Rasko, Enrique Joffre, Jukka Corander,
Derek Pickard, Gudrun Wiklund, Ann-Mari Svennerholm, Asa Sjoling, and Gordon
Dougan. Identification of enterotoxigenic Escherichia coli (ETEC) clades with long-
term global distribution. Nature Genetics, 46(12):1321–1326, 2014.



142 Publications of COIN 2014-2015

[217] Liang Wang, Sotirios Tasoulis, Teemu Roos, and Jussi Kangasharju. Kvasir: Seam-
less Integration of Latent Semantic Analysis-Based Content Provision into Web
Browsing. In International World Wide Web Conference Committee (IW3C2), pages
251–254, 2015.

[218] Kazuho Watanabe and Teemu Roos. Achievability of asymptotic minimax regret by
horizon-dependent and horizon-independent strategies. Journal of Machine Learning
Research, 16:2357–2375, 2015.

[219] Lu Wei, Zhong Zheng, Jukka Corander, and Giorgio Taricco. Outage capacity of
OSTBCs over pico-cellular MIMO channels. In Information Theory (ISIT), 2014
IEEE International Symposium, pages 616–620, 2014.

[220] Lu Wei, Zhong Zheng, Jukka Corander, and Giorgio Taricco. On the Outage Capac-
ity of Orthogonal Space-Time Block Codes Over Multi-Cluster Scattering MIMO
Channels. IEEE Transactions on Communications, 63(5):1700–1711, 2015.

[221] Lucy A. Weinert, Roy R. Chaudhuri, Jinhong Wang, Sarah E. Peters, Jukka Coran-
der, Thibaut Jombart, Abiyad Baig, Kate J. Howell, Minna Vehkala, Niko Valimaki,
David Harris, Tran Thi Bich Chieu, Nguyen Van Vinh Chau, James Campbell, Con-
stance Schultsz, Julian Parkhill, Stephen D. Bentley, Paul R. Langford, Andrew N.
Rycroft, Brendan W. Wren, Jeremy Farrar, Stephen Baker, Ngo Thi Hoa, Matthew
T. G. Holden, Alexander W. Tucker, Duncan J. Maskell, and BRaDP1T Consor-
tium. Genomic signatures of human and animal disease in the zoonotic pathogen
Streptococcus suis. Nature Communications, 6, 2015.
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